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DPAD dut

Gathering data from the OA) |
Storage and backup e
\2degz '

Data digestion, processing and
analysis

Data publication

Also:

Data quality checks

Tools supporting Telescope
Operation

HPC service

JPCam
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OAJ =UPAD - Data flow to the Data
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OAJ/CPD
2x Service nodes
2x 1/0 nodes
2x Computing nodes
24 cores
192GB RAM

100TB storage

Data delivery to Teruel

Quick reduction of the
images

CEFCA's Headquarters
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External Data Access Machine (EDAM-NG)
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: Computing nodes:
544 cores — 3.8TB RAM

Scratch memory 71TB
2x /O servers

2X data base servers
2x firewalls*

2x tape libraries raw backu
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Data Publication

* CEFCA catalogs portal: hiips://archive.cefca.es/catalogues/

DRs of the main surveys: J-PAS, J-PLUS, J-VAR
* Value Added Catalogs (VAC)

DRs of the legacy surveys with JAST80

* TAC Data portal: https://tacdata.cefca.es/
Del

= $2029.133

Ivery of Open Time programs’ data

44108521

’ . Findable Accessible  Interoperable eusable
& | Following FAIR principles

Compliant with Virtual Observatory standards



https://archive.cefca.es/catalogues/
https://tacdata.cefca.es/

UPAD

In the framework of the PPCC




UPAD in the PPCC

Linea de Actuacion LA8 - Computacion, big data e inteligencia artificial

° " [ Cadigo de proyecto LA8.A1
Ll \ 4 " CI e n CI a " Titulo Renovacion y mejora del centro de datos UPAD
Lider del proyecto Centro de estudios de Fisica del Cosmos de Aragon (CEFCA)

e LA S C tacidn. Bia dat
. Lomputacion, big data €

. l ul ol . El abjetivo del proyecto es mejorar la capacidad y prestaciones del centro de datos Unidad de

In tellgen Cla a rtl ﬁ CIaI Procesado y Archivo de Datos (UPAD) del CEFCA, que, con més de 5PBs de almacenamiento en disco

y cintas, constituye en si mismo una instalacién esencial de la ICTS QAJ. Asi, este proyecto potencia

tanto las capacidades computacionales de la ICTS como los accesos al centro de datos por parte de

la comunidad cientifica internacional. Se procederd por tanto a la renovaciéon parcial del

equipamiento de la UPAD, comenzando por aquellos equipamientos y sistemas que han llegado al

final de su vida util y han quedado obsoletos. En particular, esta primera fase de renovacion de

equiposincluye la actualizacion completa del equipo de acceso a datos de la UPAD desde el exterior,

U PAD . th D t < : t la maquina External Data Access Machine (EDAM), asi como buena parte del almacenamiento de
IS e a a en er acceso rapido (almacenamiento en disco), donde se almacenan los datos utilizados de forma mas
frecuente. Ademas de proceder al acopio del hardware necesario mediante diversas licitaciones, se

of J-PAS y J-PLUS

pretende contar con el apoyo de empresas tecnolégicas, para el suministro de desarrollos
necesarios para la nueva UPAD asi como para el estudio de viabilidad de soluciones energéticas
mas adecuadas y ecoldgicas.

La renovacion y mejora de la UPAD es esencial para garantizar el almacenamiento, el analisis, la
calibracién cientifica y, en definitiva, la gestion y la publicacion de los datos cientificos de J-PAS, J-
PLUS y de los demas cartografiados y proyectos del OAJ. Habida cuenta del gran volumen de datos
astrondmicos que producen cada noche los telescopios del OAJ, sin la UPAD ninguno de los
proyectos anteriores seria posible.

H8.1.1 — Suministro, instalacién y puesta en funcionamiento de EDAM.

H8.1.2 — Suministro, instalacién y puesta en funcionamiento de parte de la renovacién del
almacenamiento de acceso rapido (almacenamiento en disco).




LA8.2 Renewal of UPAD’s main storage

Old storage: end of its life (disks failing)

H8.1.1 — Suministro, instalacion y puesta en funcionamiento de EDAM.

Received in Jun 2024. In production since | E s i
Dec 2024. Final position in Apr. 2025.

«
B 1 phase of the renewal complete: | ,
* 1.1PB = 1.1PB @ 5000MB/s (avg r/w) e Old'.
* 4 racks = 2 racks (reallocation HPC) ~|storage
[T

2" phase: ~x2 storage

(using same 2 racks)

wstorage




External Data Access Machine

OA) Data is distributed to the world via EDAM:
* Data Releases (DRs) of the main surveys

* DRs of the Legacy Surveys

* Open time data

* Internal DRs

Previous system.

* 2 web servers + 2 DB servers:

Only 1 pair web+DB was running (+ a backup)
* Effective storage: 40TB

* Internal networking: 1GbE



LA8.1 EDAM-NG (Next Generation)

H8.1.2 — Suministro, instalacion y puesta en funcionamiento de parte de la renovacién del
almacenamiento de acceso rapido (almacenamiento en disco).

Installed in 2023. 2024: preparation of the system and the
applications (into dockers) to be installed, including an upgrade of
the CEFCA connectivity.

B In production in May 2025

* 6 general purpose + 2 monitoring servers
Effective storage (shared btw nodes): 100TB
NVMe solid state disks
Internal networking: 25GbE

* Several instances are running. Highly scalable and
transparent for the user. Currently:

3 instances of the Catalogs Web Portal
3 instances of TAC Data (Open Time)

2 instances of the DBs
Heavy queries to the DB now take ~1/2 of the time
Currently, only ~10% of the total storage is used



Expansion of the HPC

Recently added in the PPCC.

* Storage and most of the CPU computing from
the current HPC
* Adding GPU. 5 servers with (per server):
At least 2GPUs
At least 800GB storage
At least 1.5TB NVMe scratch memory
At least 542GB RAM

At least 1 CPU (minimun 64 cores)
* Internal networking upgrade to 25GbE

System to be installed in the UPAD due to cooling
constraints @ CEFCA’s HQ: in the 2 freed racks

Tender open on May 14t 2025

n [} ]

Future | New main
expanned || @ storage
- HPC. || (already in
with GPU_ | production)




PPCC Valencia actions

* Renewal 2x firewalls UPAD - CEFCA HQ: 1GbE=10GDbE
* Renewal 2x LTO9 tape libraries for daily raw backups

* Power distribution units (PDU) and T sensors

* Establishment of a collaboration agreement UV-CEFCA

N o i - }
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[® VALENCIA = . NextGenerationEU

Acuerdo de colaboracidn entre el Centro de Estudios de Fisica del Cosmos de
Aragoén y la Universitat de Valéncia en el marco del Plan Complementario de
“Astrofisica y Fisica de Alta Energias” denominado “Tecnologias avanzadas
para la exploracién del universo y sus componentes” previsto en el Plan de
Recuperacién, Transformacién y Resiliencia-Mecanismo de Recuperacion y

Resiliencia , financiado por la Uniéon Europea- NextGenerationEU
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Computation,

big data and Al



LeMoNNADE

Learning Model With Neural Network Adaptive Distance Estimation
Photometric redshifts (J-PAS & J-PLUS) with LeMoNNADE: (Hernan-Caballero et al. 2025, in prep.)

LePhare Technical aspects: ‘ ,

Vs * Use of a dense network with a standard e IARE s

LeMoNNADE A ——— at. . LeMoNNADE yd

ONMAD * Pre-training with synthetic fluxes from DESI and
et adaptation with real data.

* Inputs: fluxes and errors. Uncertainty estimation . R

(redshift PDF) . o GaIaX|es

thdt V,S' ZSP‘?G“;/J

fog = 0.509
. oyaap = 0.0043.
n = 0.169

Performance:

* Significant improvement along all mag. range

* Trains a unique model for all objects: estimates
redshift regardless object type = adds QSO/AGN
stlmates wrt LePhare (based on template fits of

- L

o o memoe - QUtlIEr rate

QSO/AGN

foz = 0.5
onaap = 0.0037
n = 0.142

comp:100%
i) B <=+ comp: 50%
19 20 21 22
i AUTO [AB mag] /



BANNJOS: Star/Galaxy/QSO class

Bayesian Artificial Neural Network for the Javalambre Observatory Surve
(del Pino et al. 2024, A&A., 691, 221)

. . . log(# Stars) log(# Galaxies) log(# QSOs)
* ML pipeline that uses Bayesian

NNSs to provide full PDFs of the
classification

* Trained on photometric,
astrometric and morphological
information from J-PLUS DR3,
Gaia DR3, and CatWISE2020
over 1.2M objects with
spectroscopy in SDSS DR18,
LAMOST DR9, DESI EDR and
Gaia DR3.

J0410 — J0660

Applied to 47.4M objects in J-PLUS DR3 * 95% accuracy for r<21.5
To be applied to J-PLUS DR4 too  90% accuracy for r<22.0
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