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The Cosmological Frontier…

adapted from Cynthia Chiang	

z ∼
10z ∼

5

the “formative childhood” of the 
Universe, yet the majority of the 
observable volume

• When and how did the 
first galaxies form?	

• How did they impact each 
other and their 
surroundings?	

• What are the dominant 
feedback mechanisms?	

• Can we learn about Dark 
Matter properties?	

• How does the Hubble 
parameter evolve?	

• What are the properties 
of the first stars and black 
holes?

Cosmic Dawn

Reionization

???

???



We know something about the mean IGM 
evolution during the Cosmic Dawn and Epoch 

of Reionization



Understanding the timing of reionization

Greig, AM+ 2021	

We now have a reasonable handle on when the bulk of reionization happened…

Damping wing constraints from two z & 7 QSOs 7

after J1342; Bañados et al. 2018) at z = 7.54. Previously,
using the same Intermediate H II EoR morphology, we re-
covered x̄H I = 0.40+0.21

�0.19 for J1120 and x̄H I = 0.21+0.17
�0.19 for

J1342.
In the right panel of Figure 3 we present a compilation

of the IGM neutral fraction constraints for of all four known
z & 7 QSOs using our covariance matrix approach (with
N V) assuming the Intermediate H II EoR morphology. The
red and blue curves correspond to J0252 and J1007 as per
the right panel of Figure 3, whereas the black dotted and
dashed curves correspond to the new constraints on the IGM
neutral fraction from J1120 and J1342, respectively. Quan-
titatively, following the inclusion of N V we now update our
constraints to the following:

• x̄H I = 0.44+0.23
�0.24 at z = 7.08 for J1120

• x̄H I = 0.31+0.18
�0.19 at z = 7.54 for J1342.

For both, we find a higher IGM neutral fraction owing to
an overall increase in the predicted intrinsic flux following
the inclusion of the N V line. Further, we also note an in-
crease to the 68 per cent confidence intervals, owing to the
increased scatter in the reconstructed profiles going from a
6 dimensional covariance matrix for the two component of
Ly↵ (broad and narrow) to the new, 9 dimensional covari-
ance matrix jointly reconstructing N V. In Appendix B we
provide the updated reconstructed profiles for J1120 (Fig-
ure B1) and J1342 (Figure B2) along with a discussion of the
new profiles following the inclusion of N V into our analysis
pipeline.

3.4 Compilation of reionisation constraints

We now have IGM damping wing constraints on four z & 7
QSOs obtained from two distinctly di↵erent reconstruction
methods and damping wing analyses, as discussed in ear-
lier sections. Here, we average over all of these constraints
to obtain one, unified constraint on the IGM neutral frac-
tion from the IGM damping wing imprint8. To obtain this
constraint, we first sum the two individual neutral fraction
PDFs (corresponding to the two separate pipelines) for each
of the four QSOs before multiplying the corresponding four
PDFs to obtain a single, joint posterior for the IGM neutral
fraction. Following this procedure, we obtain:

• x̄H I = 0.49+0.13
�0.14 at z = 7.29 ± 0.27.

Note, in collapsing these constraints into a single datapoint
we are in e↵ect conservatively averaging over all modelling
di↵erences and systematics. Further, as these four QSOs
span a redshift range of �z ⇠ 0.5, cosmic evolution across
all these QSOs should be fairly modest.

In Figure 4 we place this unified QSO damping wing
constraint (red pentagon) in context with other constraints
on the IGM neutral fraction during reionisation. Here, we
consider constraints and limits obtained from: (i) dark pix-
els (McGreer et al. 2015), (ii) Ly↵ fraction at z = 6.9 (Wold
et al. 2021) and at z = 7 (Mesinger et al. 2015), (iii) the

8 Note here that we specifically focus on damping wing analyses
that consider an inhomogeneous IGM. That is we do not include
the constraints on J1120 or J1342 from Bañados et al. (2018);
Ďurovč́ıková et al. (2020) or Reiman et al. (2020).
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Figure 4. A compilation of existing constraints on the IGM
neutral fraction as a function of redshift. Circles: Dark pixels
at z = 5.9 (McGreer et al. 2015), Squares: the Ly↵ fraction at
z = 6.9 (Wold et al. 2021) and z = 7 (Mesinger et al. 2015),
Stars: LAE clustering at z = 6.6 (Sobacchi & Mesinger 2015),
Diamonds: LBGs at z = 7 (Mason et al. 2018), z = 7.6 (Hoag
et al. 2019) and z = 8 (Mason et al. 2019). The red pentagon
corresponds to the combined constraints of all four z ⇠ 7 QSOs
considered in this work. The blue curve and the dark and light
shaded regions corresponds to the median, 1 and 2� constraints
from observationally constrained 21-cm simulations (Qin et al.
2021).

clustering of Ly↵ emitters (LAEs) at z = 6.6 (Sobacchi &
Mesinger 2015) and (iv) Lyman-break galaxies (LBGs) at
z = 7 (Mason et al. 2018), z = 7.6 (Hoag et al. 2019) and
at z = 8 (Mason et al. 2019). Additionally, we provide con-
straints on the reionisation history obtained from a Monte-
Carlo Markov Chain (MCMC) analysis of the simulated 21-
cm signal constrained by existing observations of the reioni-
sation epoch (Qin et al. 2021). Specifically, these models are
constrained by observed UV galaxy LFs at z = 6 � 10, the
electron scattering optical depth, ⌧e, measured by Planck
(Planck Collaboration et al. 2020), the dark pixel limits on
the IGM neutral fraction (McGreer et al. 2015) and PDFs
of the Ly↵ e↵ective optical depth from the Ly↵ forest at
z = 5 � 6 (Bosman et al. 2018). The median reionisation
history is represented by the blue line, whereas the dark
and light grey shaded regions correspond to the 1 and 2�

confidence intervals.
This unified QSO datapoint implies a mid-point of

reionisation at z ⇠ 7.3, slightly below similar limits and
constraints from LBGs. However, within the appreciable 1�

uncertainties they are consistent. With respect to the obser-
vationally constrained reionisation histories extracted from
simulations of the 21-cm signal by Qin et al. (2021), the
median QSO damping wing constraint is 2 � 3� below the
median reionisation history, however, again owing to the rel-
atively large uncertainties in averaging across all QSOs, it
is still consistent within error. This lower amplitude con-
straint from the combined QSO damping wing is driven by
both z ⇠ 7.5 QSOs, which all individually sit below these
2� reionisation histories.

MNRAS 000, 000–000 (0000)



What about the 
heating history?

adapted from McQuinn (2016)	
Figure 1: Cartoon showing the ionization and thermal history of intergalactic gas. The

red curves are a model of intergalactic gas. Error bars symbolize existing constraints, and

the highlighted regions illustrate the potential purview of the named cosmological probe.

In the temperature panel, the model curve bifurcates at low redshifts to indicate the IGM

temperature becoming multiphase.

We adopt a narrow definition of the IGM as anything outside of the virial radius of

galaxies and clusters (the medium between halos rather than the medium between galaxies).

In terms of density, this means we are considering gas that is within a factor of . 200 of the

mean cosmic density. Thus, we will not cover the literature on damped Ly↵ systems (Wolfe,

Gawiser & Prochaska 2005, which owe primarily to the outskirts of galactic disks), on the

intracluster medium (Rosati, Borgani & Norman 2002; Kravtsov & Borgani 2012), and on

the circumgalactic medium (Stocke et al. 2013; Werk et al. 2014). For many observations,

however, the distinction between intergalactic and galactic/circumgalactic can be di�cult.

In fact there is debate as to whether almost all of the “intergalactic” metal line absorption

at z ⇠ 0 could actually arise from virialized regions (Shull et al. 2010; Prochaska et al. 2011).

We use this pretext to opt out of a detailed summary of the extensive literature on metal

absorption lines in quasar spectra, focusing primarily on pixel optical depth constraints

on metal absorption (which are unquestionably probing intergalactic gas). We also avoid

discussing virialization shocks (or lack there of) and how gas funnels into halos (e.g. Kereš

et al. 2005).

The calculations presented in this review assume the concordance flat ⇤CDM cosmolog-

ical model with ⌦m ⇡ 0.3, ⌦b ⇡ 0.045, �8 ⇡ 0.8, YHe and ns ⇡ 0.96 (Planck Collaboration

et al. 2015), although the precise value of these parameters depends on the study being

summarized. We also assume the standard Fourier convention in which the (2⇡)’s only

appear under the dk’s. We now briefly overview the history of the IGM, and we use this

overview to serve as an outline for ensuing sections.

www.annualreviews.org • intergalactic medium 3
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How do we learn more?



The 21 cm line: the most powerful probe of 
the IGM during the first billion years

Hyperfine transition in the ground 
state of neutral hydrogen produces 
the 21cm line.

It has a “Goldilocks” optical depth for HI!



Cosmic 21-cm

z ∼
10z ∼

5

We measure the difference 
in intensities of the CMB 
and the cosmic HI.
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We measure the difference 
in intensities of the CMB 
and the cosmic HI.
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Cosmic 21-cm

z ∼
5

SKA-low

We measure the difference 
in intensities of the CMB 
and the cosmic HI.



Towards the Big Bang
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Figure courtesy of J. Park
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Figure 3. The 21-cm signal together with the UV LFs corresponding to our fiducial model parameters. The top three panels show
a ⇠ 1 Mpc slice through the 3D light-cone of 21-cm signal, the average brightness temperature o↵set and the PS at k = 0.1 Mpc

�1,
respectively. The left four panels in the middle show corresponding LFs with observations from Bouwens et al. (2016) for z ⇠ 6,
Bouwens et al. (2015a) for z ⇠ 7 � 8 and Oesch et al. (2017) for z ⇠ 10, respectively. The rightmost panel in the middle shows the
stellar mass per halo mass (left axis) and the escape fraction (right axis) as functions of halo mass. Toggles on the bottom represent
the fiducial parameter values. For movies showing how these observables change with changes in the astrophysical parameters, see
http://homepage.sns.it/mesinger/Videos/parameter_variation.mp4

has a reduced minimum, as the heating commences before
all of the IGM has its spin temperature coupled to the gas
kinetic temperature. Similarly, the peak in the power spec-
trum associated with the EoH is reduced, as the cross-terms
from the coupling coe�cient and gas temperature have a
negative contribution to the power amplitude (see the dis-
cussion in Pritchard & Furlanetto 2007 and Mesinger et al.
2016).

5 SAMPLING ASTROPHYSICAL
PARAMETER SPACE WITH 21CMMC

In this section we provide a summary of 21cmmc (Greig
& Mesinger 2015) used to constrain the astrophysical pa-
rameters described in section 2.4. For further details, inter-
ested readers are referred to Greig &Mesinger (2015, 2017b);
Greig & Mesinger (2018).

21cmmc is an MCMC sampler of 3D reionzation sim-
ulations. To explore the astrophysical parameter space of
cosmic dawn and reionization, 21cmmc adopts a massively
parallel MCMC sampler cosmohammer (Akeret et al. 2013)
that uses the emcee python module (Foreman-Mackey
et al. 2013) based on the a�ne invariant ensemble sampler

(Goodman & Weare 2010). At each proposed MCMC step,
21cmmc calculates an independent 3D light-cone realization
of the 21-cm signal, using an optimized version of 21cm-
fast. Then, it calculates a likelihood by comparing PS of
the sampled 21-cm signal against the mock observation (see
Appendix B), defined as
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where �21(x, z) ⌘ �T̄b(x, z)/�T̄b(z)�1. Note that we limit the k

space range from 0.1 to 1.0, corresponding roughly to limits
on the foreground noise and the shot noise, respectively

As in previous works, we adopt a modeling uncertainty,
accounting for inaccuracies in our semi-numerical models.
We take a constant uncertainty of 20 per cent on the sam-
pled 21-cm PS, motivated by comparisons to RT simulations
(Zahn et al. 2011; Ghara et al. 2015; Hutter 2018). We note
that with further comparisons, these modeling uncertain-
ties can be better characterized and accounted for. More-
over, we include Poisson uncertainties on the sampled 21-cm
PS, roughly consistent with cosmic variance for these scales
(Mondal et al. 2015). These two uncertainties are added in
quadrature with the total noise PS in equation 25.

We account for redshift space distortions along the line

MNRAS 000, 1–17 (2018)

Average

Large-scale power



So how do we learn about galaxies and 
physical cosmology, from the cosmic 

21-cm signal?



• Galaxy clustering + stellar properties  evolution of 
large-scale EoR/CD structures

McQuinn+ 2007

Abundant, faint galaxies Rare, bright galaxiesvs

94 Mpc

Timing of reionization and the properties of 
the (unseen) galaxies that drive it



Patterns in the Epoch of Heating
75
0 
M
pc

‘hard’ SED ~ HMXBs ‘soft’ SED ~ hot ISM

Pacucci, AM + 2014

High-energy processes in the first galaxies are also encoded in the cosmic 21-cm signal

differences are easily detectable with HERA and the SKA



More exotic sources of early IGM heating?

• Cosmic Rays?  (e.g. Leite+2017; Jana and Nath 2018; Gessey-
Jones+2023)	

• Dark matter annihilations? (e.g. Evoli, AM+2014; Lopez-
Honorez+2016)	

• Dark matter decay? (e.g. Facchinetti+ 2023; Sun+2025)

stay tuned…
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Standard ruler

first to use all relevant feedback,	
computing signal on the lightcone
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Measuring the expansion history



That sounds great, but where are we now?



Current status	
global experiments

Claim of a detection by EDGES	
LETTERRESEARCH

Extended Data Figure 2 | Low-band antennas. a, The low-1 antenna 
with the 30 m ×  30 m mesh ground plane. The darker inner square is the 
original 10 m ×  10 m mesh. The control hut is 50 m from the antenna.  
b, A close view of the low-2 antenna. The two elevated metal panels form 

the dipole-based antenna and are supported by fibreglass legs. The balun 
consists of the two vertical brass tubes in the middle of the antenna. The 
balun shield is the shoebox-sized metal shroud around the bottom of the 
balun. The receiver is under the white metal platform and is not visible.

© 2018 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.
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observations using restricted spectral bands yield nearly identical 
best-fitting absorption profiles, with the highest signal-to-noise ratio 
reaching 52. In Fig. 2 we show representative cases of these fits.

We performed numerous hardware and processing tests to validate 
the detection. The 21-cm absorption profile is observed in data that 
span nearly two years and can be extracted at all local solar times and 
at all local sidereal times. It is detected by two identically designed 
instruments operated at the same site and located 150 m apart, and 
even after several hardware modifications to the instruments, includ-
ing orthogonal orientations of one of the antennas. Similar results for 
the absorption profile are obtained by using two independent pro-
cessing pipelines, which we tested using simulated data. The profile is 
detected using data processed via two different calibration techniques:  
absolute calibration and an additional differencing-based post- 
calibration process that reduces some possible instrumental errors. It 
is also detected using several sets of calibration solutions derived from 
 multiple laboratory measurements of the receivers and using  multiple 
on-site measurements of the reflection coefficients of the antennas. 
We modelled the sensitivity of the detection to several possible  
calibration errors and in all cases recovered profile amplitudes that 
are within the reported confidence range, as summarized in Table 1.  
An EDGES high-band instrument operates between 90 MHz and 
200 MHz at the same site using a nearly identical receiver and a scaled 
version of the low-band antennas. It does not produce a similar  feature 
at the scaled frequencies4. Analysis of radio-frequency interference 
in the observations, including in the FM radio band, shows that  
the absorption profile is inconsistent with typical spectral contribu-
tions from these sources.

We are not aware of any alternative astronomical or atmospheric 
mechanisms that are capable of producing the observed profile. H ii 
regions in the Galaxy have increasing optical depth with wavelength, 
blocking more background emission at lower frequencies, but they 
are observed primarily along the Galactic plane and generate mono-
tonic spectral profiles at the observed frequencies. Radio-frequency 
recombination lines in the Galactic plane create a ‘picket fence’ of 
narrow absorption lines separated by approximately 0.5 MHz at the 
observed frequencies5, but these lines are easy to identify and filter 
in the EDGES observations. The Earth’s ionosphere weakly absorbs 
radio signals at the observed frequencies and emits thermal radiation 
from hot electrons, but models and observations imply a broadband 
effect that varies depending on the ionospheric conditions6,7, including 
diurnal changes in the total electron content. This effect is fitted by 
our foreground model. Molecules of the hydroxyl radical and nitric 
oxide have spectral lines in the observed band and are present in the 
atmosphere, but the densities and line strengths are too low to produce 
substantial absorption.

The 21-cm line has a rest-frame frequency of 1,420 MHz. Expansion 
of the Universe redshifts the line to the observed band according to 
ν =  1,420/(1 +  z) MHz, where z is the redshift, which maps uniquely 
to the age of the Universe. The observed absorption profile is the con-
tinuous superposition of lines from gas across the observed redshift 
range and cosmological volume; hence, the shape of the profile traces 
the history of the gas across cosmic time and is not the result of the 

properties of an individual cloud. The observed absorption profile is 
centred at z ≈  17 and spans approximately 20 >  z >  15.

The intensity of the observable 21-cm signal from the early 
Universe is given as a brightness temperature relative to the micro-
wave background8:
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where xHi is the fraction of neutral hydrogen, Ωm and Ωb are the matter 
and baryon densities, respectively, in units of the critical density for a 
flat universe, h is the Hubble constant in units of 100 km s−1 Mpc−1, 
TR is the temperature of the background radiation, usually assumed to 
be from the background produced by the afterglow of the Big Bang, 
TS is the 21-cm spin temperature that defines the relative population 
of the hyperfine energy levels, and the factor of 0.023 K comes from 
atomic-line physics and the average gas density. The spin temperature 
is affected by the absorption of microwave photons, which couples TS 
to TR, as well as by resonant scattering of Lyman-α  photons and atomic 
collisions, both of which couple TS to the kinetic temperature of the 
gas TG.

The temperatures of the gas and the background radiation are 
 coupled in the early Universe through Compton scattering. This 
 coupling becomes ineffective in numerical models9,10 at z ≈  150, 
after which primordial gas cools adiabatically. In the absence of 
stars or non-standard physics, the gas temperature is expected to be 
9.3 K at z =  20, falling to 5.4 K at z =  15. The radiation temperature 
decreases more slowly owing to cosmological expansion, following 
T0(1 + z) with T0 =  2.725, and so is 57.2 K and 43.6 K at the same  
redshifts,  respectively. The spin temperature is initially coupled to the 
gas temperature as the gas cools below the radiation temperature, but 
eventually the decreasing density of the gas is insufficient to main-
tain this coupling and the spin temperature returns to the radiation 
temperature.
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Figure 2 | Best-fitting 21-cm absorption profiles for each hardware case. 
Each profile for the brightness temperature T21 is added to its residuals and 
plotted against the redshift z and the corresponding age of the Universe. 
The thick black line is the model fit for the hardware and analysis 
configuration with the highest signal-to-noise ratio (equal to 52; H2;  
see Methods), processed using 60–99 MHz and a four-term polynomial 
(see equation (2) in Methods) for the foreground model. The thin solid 
lines are the best fits from each of the other hardware configurations  
(H1, H3–H6). The dash-dotted line (P8), which extends to z >  26, is 
reproduced from Fig. 1e and uses the same data as for the thick black line 
(H2), but a different foreground model and the full frequency band.

Table 1 | Sensitivity to possible calibration errors

Error source
Estimated  
uncertainty

Modelled 
error level

Recovered  
amplitude (K)

LNA S11 magnitude 0.1 dB 1.0 dB 0.51
LNA S11 phase (delay) 20 ps 100 ps 0.48
Antenna S11 magnitude 0.02 dB 0.2 dB 0.50
Antenna S11 phase (delay) 20 ps 100 ps 0.48
No loss correction N/A N/A 0.51
No beam correction N/A N/A 0.48

The estimated uncertainty for each case is based on empirical values from laboratory 
 measurements and repeatability tests. Modelled error levels were chosen conservatively to 
be five and ten times larger than the estimated uncertainties for the phases and magnitudes, 
 respectively. LNA, low-noise amplifier; S11, input reflection coefficient; N/A, not applicable.

© 2018 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.
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Figure 3. The 21-cm signal together with the UV LFs corresponding to our fiducial model parameters. The top three panels show
a ⇠ 1 Mpc slice through the 3D light-cone of 21-cm signal, the average brightness temperature o↵set and the PS at k = 0.1 Mpc

�1,
respectively. The left four panels in the middle show corresponding LFs with observations from Bouwens et al. (2016) for z ⇠ 6,
Bouwens et al. (2015a) for z ⇠ 7 � 8 and Oesch et al. (2017) for z ⇠ 10, respectively. The rightmost panel in the middle shows the
stellar mass per halo mass (left axis) and the escape fraction (right axis) as functions of halo mass. Toggles on the bottom represent
the fiducial parameter values. For movies showing how these observables change with changes in the astrophysical parameters, see
http://homepage.sns.it/mesinger/Videos/parameter_variation.mp4

has a reduced minimum, as the heating commences before
all of the IGM has its spin temperature coupled to the gas
kinetic temperature. Similarly, the peak in the power spec-
trum associated with the EoH is reduced, as the cross-terms
from the coupling coe�cient and gas temperature have a
negative contribution to the power amplitude (see the dis-
cussion in Pritchard & Furlanetto 2007 and Mesinger et al.
2016).

5 SAMPLING ASTROPHYSICAL
PARAMETER SPACE WITH 21CMMC

In this section we provide a summary of 21cmmc (Greig
& Mesinger 2015) used to constrain the astrophysical pa-
rameters described in section 2.4. For further details, inter-
ested readers are referred to Greig &Mesinger (2015, 2017b);
Greig & Mesinger (2018).

21cmmc is an MCMC sampler of 3D reionzation sim-
ulations. To explore the astrophysical parameter space of
cosmic dawn and reionization, 21cmmc adopts a massively
parallel MCMC sampler cosmohammer (Akeret et al. 2013)
that uses the emcee python module (Foreman-Mackey
et al. 2013) based on the a�ne invariant ensemble sampler

(Goodman & Weare 2010). At each proposed MCMC step,
21cmmc calculates an independent 3D light-cone realization
of the 21-cm signal, using an optimized version of 21cm-
fast. Then, it calculates a likelihood by comparing PS of
the sampled 21-cm signal against the mock observation (see
Appendix B), defined as

�T̄2
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where �21(x, z) ⌘ �T̄b(x, z)/�T̄b(z)�1. Note that we limit the k

space range from 0.1 to 1.0, corresponding roughly to limits
on the foreground noise and the shot noise, respectively

As in previous works, we adopt a modeling uncertainty,
accounting for inaccuracies in our semi-numerical models.
We take a constant uncertainty of 20 per cent on the sam-
pled 21-cm PS, motivated by comparisons to RT simulations
(Zahn et al. 2011; Ghara et al. 2015; Hutter 2018). We note
that with further comparisons, these modeling uncertain-
ties can be better characterized and accounted for. More-
over, we include Poisson uncertainties on the sampled 21-cm
PS, roughly consistent with cosmic variance for these scales
(Mondal et al. 2015). These two uncertainties are added in
quadrature with the total noise PS in equation 25.

We account for redshift space distortions along the line
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observations using restricted spectral bands yield nearly identical 
best-fitting absorption profiles, with the highest signal-to-noise ratio 
reaching 52. In Fig. 2 we show representative cases of these fits.

We performed numerous hardware and processing tests to validate 
the detection. The 21-cm absorption profile is observed in data that 
span nearly two years and can be extracted at all local solar times and 
at all local sidereal times. It is detected by two identically designed 
instruments operated at the same site and located 150 m apart, and 
even after several hardware modifications to the instruments, includ-
ing orthogonal orientations of one of the antennas. Similar results for 
the absorption profile are obtained by using two independent pro-
cessing pipelines, which we tested using simulated data. The profile is 
detected using data processed via two different calibration techniques:  
absolute calibration and an additional differencing-based post- 
calibration process that reduces some possible instrumental errors. It 
is also detected using several sets of calibration solutions derived from 
 multiple laboratory measurements of the receivers and using  multiple 
on-site measurements of the reflection coefficients of the antennas. 
We modelled the sensitivity of the detection to several possible  
calibration errors and in all cases recovered profile amplitudes that 
are within the reported confidence range, as summarized in Table 1.  
An EDGES high-band instrument operates between 90 MHz and 
200 MHz at the same site using a nearly identical receiver and a scaled 
version of the low-band antennas. It does not produce a similar  feature 
at the scaled frequencies4. Analysis of radio-frequency interference 
in the observations, including in the FM radio band, shows that  
the absorption profile is inconsistent with typical spectral contribu-
tions from these sources.

We are not aware of any alternative astronomical or atmospheric 
mechanisms that are capable of producing the observed profile. H ii 
regions in the Galaxy have increasing optical depth with wavelength, 
blocking more background emission at lower frequencies, but they 
are observed primarily along the Galactic plane and generate mono-
tonic spectral profiles at the observed frequencies. Radio-frequency 
recombination lines in the Galactic plane create a ‘picket fence’ of 
narrow absorption lines separated by approximately 0.5 MHz at the 
observed frequencies5, but these lines are easy to identify and filter 
in the EDGES observations. The Earth’s ionosphere weakly absorbs 
radio signals at the observed frequencies and emits thermal radiation 
from hot electrons, but models and observations imply a broadband 
effect that varies depending on the ionospheric conditions6,7, including 
diurnal changes in the total electron content. This effect is fitted by 
our foreground model. Molecules of the hydroxyl radical and nitric 
oxide have spectral lines in the observed band and are present in the 
atmosphere, but the densities and line strengths are too low to produce 
substantial absorption.

The 21-cm line has a rest-frame frequency of 1,420 MHz. Expansion 
of the Universe redshifts the line to the observed band according to 
ν =  1,420/(1 +  z) MHz, where z is the redshift, which maps uniquely 
to the age of the Universe. The observed absorption profile is the con-
tinuous superposition of lines from gas across the observed redshift 
range and cosmological volume; hence, the shape of the profile traces 
the history of the gas across cosmic time and is not the result of the 

properties of an individual cloud. The observed absorption profile is 
centred at z ≈  17 and spans approximately 20 >  z >  15.

The intensity of the observable 21-cm signal from the early 
Universe is given as a brightness temperature relative to the micro-
wave background8:
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where xHi is the fraction of neutral hydrogen, Ωm and Ωb are the matter 
and baryon densities, respectively, in units of the critical density for a 
flat universe, h is the Hubble constant in units of 100 km s−1 Mpc−1, 
TR is the temperature of the background radiation, usually assumed to 
be from the background produced by the afterglow of the Big Bang, 
TS is the 21-cm spin temperature that defines the relative population 
of the hyperfine energy levels, and the factor of 0.023 K comes from 
atomic-line physics and the average gas density. The spin temperature 
is affected by the absorption of microwave photons, which couples TS 
to TR, as well as by resonant scattering of Lyman-α  photons and atomic 
collisions, both of which couple TS to the kinetic temperature of the 
gas TG.

The temperatures of the gas and the background radiation are 
 coupled in the early Universe through Compton scattering. This 
 coupling becomes ineffective in numerical models9,10 at z ≈  150, 
after which primordial gas cools adiabatically. In the absence of 
stars or non-standard physics, the gas temperature is expected to be 
9.3 K at z =  20, falling to 5.4 K at z =  15. The radiation temperature 
decreases more slowly owing to cosmological expansion, following 
T0(1 + z) with T0 =  2.725, and so is 57.2 K and 43.6 K at the same  
redshifts,  respectively. The spin temperature is initially coupled to the 
gas temperature as the gas cools below the radiation temperature, but 
eventually the decreasing density of the gas is insufficient to main-
tain this coupling and the spin temperature returns to the radiation 
temperature.
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Figure 2 | Best-fitting 21-cm absorption profiles for each hardware case. 
Each profile for the brightness temperature T21 is added to its residuals and 
plotted against the redshift z and the corresponding age of the Universe. 
The thick black line is the model fit for the hardware and analysis 
configuration with the highest signal-to-noise ratio (equal to 52; H2;  
see Methods), processed using 60–99 MHz and a four-term polynomial 
(see equation (2) in Methods) for the foreground model. The thin solid 
lines are the best fits from each of the other hardware configurations  
(H1, H3–H6). The dash-dotted line (P8), which extends to z >  26, is 
reproduced from Fig. 1e and uses the same data as for the thick black line 
(H2), but a different foreground model and the full frequency band.

Table 1 | Sensitivity to possible calibration errors

Error source
Estimated  
uncertainty

Modelled 
error level

Recovered  
amplitude (K)

LNA S11 magnitude 0.1 dB 1.0 dB 0.51
LNA S11 phase (delay) 20 ps 100 ps 0.48
Antenna S11 magnitude 0.02 dB 0.2 dB 0.50
Antenna S11 phase (delay) 20 ps 100 ps 0.48
No loss correction N/A N/A 0.51
No beam correction N/A N/A 0.48

The estimated uncertainty for each case is based on empirical values from laboratory 
 measurements and repeatability tests. Modelled error levels were chosen conservatively to 
be five and ten times larger than the estimated uncertainties for the phases and magnitudes, 
 respectively. LNA, low-noise amplifier; S11, input reflection coefficient; N/A, not applicable.

© 2018 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.

Recovered flattened Gaussian is:	
• too early?

Cosmic 21-cm signal



Towards the Big Bang

Epoch of Reionization Cosmic Dawn Dark Ages

8 J. Park et al.

Figure 3. The 21-cm signal together with the UV LFs corresponding to our fiducial model parameters. The top three panels show
a ⇠ 1 Mpc slice through the 3D light-cone of 21-cm signal, the average brightness temperature o↵set and the PS at k = 0.1 Mpc

�1,
respectively. The left four panels in the middle show corresponding LFs with observations from Bouwens et al. (2016) for z ⇠ 6,
Bouwens et al. (2015a) for z ⇠ 7 � 8 and Oesch et al. (2017) for z ⇠ 10, respectively. The rightmost panel in the middle shows the
stellar mass per halo mass (left axis) and the escape fraction (right axis) as functions of halo mass. Toggles on the bottom represent
the fiducial parameter values. For movies showing how these observables change with changes in the astrophysical parameters, see
http://homepage.sns.it/mesinger/Videos/parameter_variation.mp4

has a reduced minimum, as the heating commences before
all of the IGM has its spin temperature coupled to the gas
kinetic temperature. Similarly, the peak in the power spec-
trum associated with the EoH is reduced, as the cross-terms
from the coupling coe�cient and gas temperature have a
negative contribution to the power amplitude (see the dis-
cussion in Pritchard & Furlanetto 2007 and Mesinger et al.
2016).

5 SAMPLING ASTROPHYSICAL
PARAMETER SPACE WITH 21CMMC

In this section we provide a summary of 21cmmc (Greig
& Mesinger 2015) used to constrain the astrophysical pa-
rameters described in section 2.4. For further details, inter-
ested readers are referred to Greig &Mesinger (2015, 2017b);
Greig & Mesinger (2018).

21cmmc is an MCMC sampler of 3D reionzation sim-
ulations. To explore the astrophysical parameter space of
cosmic dawn and reionization, 21cmmc adopts a massively
parallel MCMC sampler cosmohammer (Akeret et al. 2013)
that uses the emcee python module (Foreman-Mackey
et al. 2013) based on the a�ne invariant ensemble sampler

(Goodman & Weare 2010). At each proposed MCMC step,
21cmmc calculates an independent 3D light-cone realization
of the 21-cm signal, using an optimized version of 21cm-
fast. Then, it calculates a likelihood by comparing PS of
the sampled 21-cm signal against the mock observation (see
Appendix B), defined as
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where �21(x, z) ⌘ �T̄b(x, z)/�T̄b(z)�1. Note that we limit the k

space range from 0.1 to 1.0, corresponding roughly to limits
on the foreground noise and the shot noise, respectively

As in previous works, we adopt a modeling uncertainty,
accounting for inaccuracies in our semi-numerical models.
We take a constant uncertainty of 20 per cent on the sam-
pled 21-cm PS, motivated by comparisons to RT simulations
(Zahn et al. 2011; Ghara et al. 2015; Hutter 2018). We note
that with further comparisons, these modeling uncertain-
ties can be better characterized and accounted for. More-
over, we include Poisson uncertainties on the sampled 21-cm
PS, roughly consistent with cosmic variance for these scales
(Mondal et al. 2015). These two uncertainties are added in
quadrature with the total noise PS in equation 25.

We account for redshift space distortions along the line
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observations using restricted spectral bands yield nearly identical 
best-fitting absorption profiles, with the highest signal-to-noise ratio 
reaching 52. In Fig. 2 we show representative cases of these fits.

We performed numerous hardware and processing tests to validate 
the detection. The 21-cm absorption profile is observed in data that 
span nearly two years and can be extracted at all local solar times and 
at all local sidereal times. It is detected by two identically designed 
instruments operated at the same site and located 150 m apart, and 
even after several hardware modifications to the instruments, includ-
ing orthogonal orientations of one of the antennas. Similar results for 
the absorption profile are obtained by using two independent pro-
cessing pipelines, which we tested using simulated data. The profile is 
detected using data processed via two different calibration techniques:  
absolute calibration and an additional differencing-based post- 
calibration process that reduces some possible instrumental errors. It 
is also detected using several sets of calibration solutions derived from 
 multiple laboratory measurements of the receivers and using  multiple 
on-site measurements of the reflection coefficients of the antennas. 
We modelled the sensitivity of the detection to several possible  
calibration errors and in all cases recovered profile amplitudes that 
are within the reported confidence range, as summarized in Table 1.  
An EDGES high-band instrument operates between 90 MHz and 
200 MHz at the same site using a nearly identical receiver and a scaled 
version of the low-band antennas. It does not produce a similar  feature 
at the scaled frequencies4. Analysis of radio-frequency interference 
in the observations, including in the FM radio band, shows that  
the absorption profile is inconsistent with typical spectral contribu-
tions from these sources.

We are not aware of any alternative astronomical or atmospheric 
mechanisms that are capable of producing the observed profile. H ii 
regions in the Galaxy have increasing optical depth with wavelength, 
blocking more background emission at lower frequencies, but they 
are observed primarily along the Galactic plane and generate mono-
tonic spectral profiles at the observed frequencies. Radio-frequency 
recombination lines in the Galactic plane create a ‘picket fence’ of 
narrow absorption lines separated by approximately 0.5 MHz at the 
observed frequencies5, but these lines are easy to identify and filter 
in the EDGES observations. The Earth’s ionosphere weakly absorbs 
radio signals at the observed frequencies and emits thermal radiation 
from hot electrons, but models and observations imply a broadband 
effect that varies depending on the ionospheric conditions6,7, including 
diurnal changes in the total electron content. This effect is fitted by 
our foreground model. Molecules of the hydroxyl radical and nitric 
oxide have spectral lines in the observed band and are present in the 
atmosphere, but the densities and line strengths are too low to produce 
substantial absorption.

The 21-cm line has a rest-frame frequency of 1,420 MHz. Expansion 
of the Universe redshifts the line to the observed band according to 
ν =  1,420/(1 +  z) MHz, where z is the redshift, which maps uniquely 
to the age of the Universe. The observed absorption profile is the con-
tinuous superposition of lines from gas across the observed redshift 
range and cosmological volume; hence, the shape of the profile traces 
the history of the gas across cosmic time and is not the result of the 

properties of an individual cloud. The observed absorption profile is 
centred at z ≈  17 and spans approximately 20 >  z >  15.

The intensity of the observable 21-cm signal from the early 
Universe is given as a brightness temperature relative to the micro-
wave background8:
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where xHi is the fraction of neutral hydrogen, Ωm and Ωb are the matter 
and baryon densities, respectively, in units of the critical density for a 
flat universe, h is the Hubble constant in units of 100 km s−1 Mpc−1, 
TR is the temperature of the background radiation, usually assumed to 
be from the background produced by the afterglow of the Big Bang, 
TS is the 21-cm spin temperature that defines the relative population 
of the hyperfine energy levels, and the factor of 0.023 K comes from 
atomic-line physics and the average gas density. The spin temperature 
is affected by the absorption of microwave photons, which couples TS 
to TR, as well as by resonant scattering of Lyman-α  photons and atomic 
collisions, both of which couple TS to the kinetic temperature of the 
gas TG.

The temperatures of the gas and the background radiation are 
 coupled in the early Universe through Compton scattering. This 
 coupling becomes ineffective in numerical models9,10 at z ≈  150, 
after which primordial gas cools adiabatically. In the absence of 
stars or non-standard physics, the gas temperature is expected to be 
9.3 K at z =  20, falling to 5.4 K at z =  15. The radiation temperature 
decreases more slowly owing to cosmological expansion, following 
T0(1 + z) with T0 =  2.725, and so is 57.2 K and 43.6 K at the same  
redshifts,  respectively. The spin temperature is initially coupled to the 
gas temperature as the gas cools below the radiation temperature, but 
eventually the decreasing density of the gas is insufficient to main-
tain this coupling and the spin temperature returns to the radiation 
temperature.
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Figure 2 | Best-fitting 21-cm absorption profiles for each hardware case. 
Each profile for the brightness temperature T21 is added to its residuals and 
plotted against the redshift z and the corresponding age of the Universe. 
The thick black line is the model fit for the hardware and analysis 
configuration with the highest signal-to-noise ratio (equal to 52; H2;  
see Methods), processed using 60–99 MHz and a four-term polynomial 
(see equation (2) in Methods) for the foreground model. The thin solid 
lines are the best fits from each of the other hardware configurations  
(H1, H3–H6). The dash-dotted line (P8), which extends to z >  26, is 
reproduced from Fig. 1e and uses the same data as for the thick black line 
(H2), but a different foreground model and the full frequency band.

Table 1 | Sensitivity to possible calibration errors

Error source
Estimated  
uncertainty

Modelled 
error level

Recovered  
amplitude (K)

LNA S11 magnitude 0.1 dB 1.0 dB 0.51
LNA S11 phase (delay) 20 ps 100 ps 0.48
Antenna S11 magnitude 0.02 dB 0.2 dB 0.50
Antenna S11 phase (delay) 20 ps 100 ps 0.48
No loss correction N/A N/A 0.51
No beam correction N/A N/A 0.48

The estimated uncertainty for each case is based on empirical values from laboratory 
 measurements and repeatability tests. Modelled error levels were chosen conservatively to 
be five and ten times larger than the estimated uncertainties for the phases and magnitudes, 
 respectively. LNA, low-noise amplifier; S11, input reflection coefficient; N/A, not applicable.

© 2018 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.

Recovered flattened Gaussian is:	
• too deep	
• has the wrong shape (flat + steep)

Cosmic 21-cm signal



How to get a deep absorption trough?

Figure 1: Cartoon showing the ionization and thermal history of intergalactic gas. The

red curves are a model of intergalactic gas. Error bars symbolize existing constraints, and

the highlighted regions illustrate the potential purview of the named cosmological probe.

In the temperature panel, the model curve bifurcates at low redshifts to indicate the IGM

temperature becoming multiphase.

We adopt a narrow definition of the IGM as anything outside of the virial radius of

galaxies and clusters (the medium between halos rather than the medium between galaxies).

In terms of density, this means we are considering gas that is within a factor of . 200 of the

mean cosmic density. Thus, we will not cover the literature on damped Ly↵ systems (Wolfe,

Gawiser & Prochaska 2005, which owe primarily to the outskirts of galactic disks), on the

intracluster medium (Rosati, Borgani & Norman 2002; Kravtsov & Borgani 2012), and on

the circumgalactic medium (Stocke et al. 2013; Werk et al. 2014). For many observations,

however, the distinction between intergalactic and galactic/circumgalactic can be di�cult.

In fact there is debate as to whether almost all of the “intergalactic” metal line absorption

at z ⇠ 0 could actually arise from virialized regions (Shull et al. 2010; Prochaska et al. 2011).

We use this pretext to opt out of a detailed summary of the extensive literature on metal

absorption lines in quasar spectra, focusing primarily on pixel optical depth constraints

on metal absorption (which are unquestionably probing intergalactic gas). We also avoid

discussing virialization shocks (or lack there of) and how gas funnels into halos (e.g. Kereš

et al. 2005).

The calculations presented in this review assume the concordance flat ⇤CDM cosmolog-

ical model with ⌦m ⇡ 0.3, ⌦b ⇡ 0.045, �8 ⇡ 0.8, YHe and ns ⇡ 0.96 (Planck Collaboration

et al. 2015), although the precise value of these parameters depends on the study being

summarized. We also assume the standard Fourier convention in which the (2⇡)’s only

appear under the dk’s. We now briefly overview the history of the IGM, and we use this

overview to serve as an outline for ensuing sections.
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Either:	
 (i) increase numerator (extra radio background; e.g. Mirocha & 
Furlanetto 2019; Reis et al. 2020; Sikder et al. 2023) or 	
(ii) decrease denominator (baryon cooling through DM interaction; 
e.g. Barkana 2018; Muñoz & Loeb 2018; Berlin et al. 2018)



An example: excess radio background from 
PopIII hosting galaxies

Cang, AM+ 2024
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An example seemingly consistent with data
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Doesn’t actually explain the data!
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Residuals are not noise  —>  there is a “signal” that is missing from the forward model!



An example seemingly consistent with data
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Almost all previous work just used this 
recovered profile to claim their 
cosmological model explains the data

One must use the likelihood in data space, NOT use some pseudo-likelihood 
based on flattened Gaussian recovery (see also Sims & Pober 2020)

Backward-model using Flattened Gaussian

Forward-model with Physical model



EDGES actually DISFAVORS a strong cosmical signal

Physical models actually get in the way of foregrounds+systematics, which do a 
better job of explaining the signal.

Cang, AM+ 2024
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Current status	
global experiments

Claim of a detection by EDGES	
	
BUT	
	
No evidence of the signal in SARAS3 at 2σ	

Extended Data Figure 1: The SARAS 3 antenna. The monocone antenna is shown, floating on water
on its raft. The antenna electronics is in an enclosure beneath the antenna ground plane and within the
raft; power is derived locally from Li-ion battery packs within the enclosure. Multi-core fibre optic cables
connect the antenna to the analogue signal conditioning unit (ASCU) in the base station on shore.

25

Figure 1: Spectrum of the radio sky. The time-averaged spectrum of the radio sky as measured by
the SARAS 3 radiometer is shown in panel (a). Panel (b) shows residuals on subtracting out a best-
fit 6th-order polynomial model. Panel (c) shows the RMS value of measurement noise, at the native
spectral resolution of 61 kHz, versus frequency. Panel (d) shows the residuals with the value in each
channel normalised by the RMS value of measurement noise in that channel, thus giving the residuals
units of standard deviation. The histogram in panel (e) shows the distribution of normalised residuals in
logarithmic scale; a best-fit parabola is overlaid. For reference, panel (f) shows the best-fit profile found
by Bowman et al.7; the shaded region represents the frequency band of the SARAS 3 data and analysis
described here.

8

6th order polynomial + NO cosmic signal

Singh+ 2021



Current status	
global experiments

Claim of a detection by EDGES	
	
BUT	
	
No evidence of the signal in SARAS3	

Upcoming results from REACH, MIST, RHINO, etc.	
updates from EDGES, SARAS

The interpretation is very challenging:  with only an average measurement, 
you need to understand the systematics / sky / instrument to extremely 
high accuracy



Interferometry is both more 
rewarding and easier to confirm 

SKA-low

z ∼
5



First generation 21-cm interferometers

LOFAR

MWA

HERA
PAPER

GMRT



Next generation 21-cm interferometer

LOFAR

MWA

HERA
PAPER

GMRT SKA-low



Observing is HARD!

figure courtesy of V. Jelić



But foregrounds should be smooth in frequency!

figure courtesy of F. Mertens

Cosmic signal

Foregrounds



Hope is to measure PS in the “EoR window”

figure courtesy of J. Dillon



Measurements are improving, but currently 
only upper limits on the PS

figure credit S. Murray



Measurements are improving, but currently 
only upper limits on the PS

figure credit S. Murray



Can we learn something from upper limits that 
are still x10-100 above the expected signal?



What kind of models are the easiest to rule 
out (i.e. have the largest power)?
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What kind of models are the easiest to rule 
out (i.e. have the largest power)?

~ 0.1 — 1



What kind of models are the easiest to rule 
out (i.e. have the largest power)?

~ -10(!) — 1
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COLD IGM: TS ≪ Tγ

Models that are ruled out must have:



What kind of models are the easiest to rule 
out (i.e. have the largest power)?

COLD IGM: TS ≪ Tγ

+
Spatial fluctuations in either: 	

• ionization fraction (patchy EoR)	

Models that are ruled out must have:



 Constraints on IGM properties

Adiabatically-cooling IGM ruled out by HERA

The HERA collaboration (2023)

Forward-modeling with 21cmFAST and marginalizing over 10 galaxy parameters	
(~1M large-scale reionization simulations) 



What is heating the IGM?



Fiducial scenario	
HMXBs: low mass galaxies + low metalicity 

Kaur, Qin, AM+ (2022)

The first galaxies

Local HMXBs



But heating could also come from the dark sector

o dark matter decay: 

( 𝑑𝐸
𝑑𝑉𝑑𝑡 )

injected
=

𝜌𝜒

𝝉
≡ 𝜌𝜒,0(1 + 𝑧)3𝜞

o dark matter annihilation:

( 𝑑𝐸
𝑑𝑉𝑑𝑡 )

injected
= 𝜌𝜒2 ⟨𝜎𝜈⟩

𝑚𝜒
≡ 𝜌𝜒,02(1 + 𝑧)6 ⟨𝝈𝝂⟩

𝒎𝝌

• Contribution from dark matter: 

sensitive to halo sub-structure (e.g. Evoli, AM+2014; Lopez-Honorez+2016)



Liu+2016

Galaxy contribution is not included here.

But heating could also come from the dark sector



Modeling 21cm with both galaxies and DM decay

• exo21cmFAST (Facchinetti+2024)
o Uses 21cmFAST(e.g. AM+2011) to compute 4D IGM lightcones, 

following inhomogeneous galactic radiation fields 
o including DarkHistory (Liu+2020) for energy deposition of dark 

matter decay and annihilation  in or .𝑒+𝑒− 𝛾𝛾

see also DM21cm by Sun et al. 2025…



Modeling 21cm with both galaxies and DM decay

With dark matter mass of 100 MeV and decay into   𝑒+𝑒−

Facchinetti+2024



Achievable constraints with 21cm PS

Facchinetti+2024
1000h observation with HERA, marginalizing over 8-11 galaxy parameters



Is there a smoking gun?

Smoking gun could be provided by DM heating/cooling/coupling Ts 
BEFORE galaxies form (e.g. Evoli, AM+2014; Agius & Slatyer 2025)

Might require going to very high redshifts —> space/moon based telescopes?

Otherwise, we need Bayesian model selection (Montes-Doria+, in prep)



Conclusions
• The cosmic 21cm signal will allow us to learn the properties of the unseen 
first galaxies as well as physical cosmology.	
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Conclusions
• The cosmic 21cm signal will allow us to learn the properties of the unseen 
first galaxies as well as physical cosmology.	

• Contrary to initial claims, the EDGES “detection” of the global signal 
disfavors a radio background excess during the cosmic dawn; stay tuned for 
implications for millicharged DM…  	

• Upper limits on the 21-cm power spectrum by SKA precursor, HERA, imply 
some heating of the IGM by z>10.	

• If heating is provided by high mass X-ray binary stars, they are likely more 
luminous then local ones, likely due to their low-metallicities. 	

• Future 21cm power spectrum detections can place tighter constraints on 
dark matter decay lifetimes than existing probes in the low-mass regime


