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What is the Fermi GeV excess?
We all agree: There is an excess of GeV gamma rays (GCE) toward the Galactic centre measured 
by the Fermi LAT above known astrophysical backgrounds.
An incomplete list of works:
Goodenough & Hooper (2009)
Vitale & Morselli (2009)
Hooper & Goodenough (2011)
Hooper & Linden (2011)
Boyarsky et al (2011)
Abazajian & Kaplinghat (2012)
Gordon & Macias (2013)
Macias & Gordon (2014)
Abazajian et al (2014, 2015)
Calore et al (2014)
Daylan et al (2014)
Selig et al (2015)
Huang et al (2015)
Gaggero et al (2015)
Carlson et al (2015, 2016)
de Boer et al (2016)
Fermi Coll. (2016)
Horiuchi et al (2016)
Linden et al (2016)
Ackermann et al (2017)
Macias et al (2018)
Bartels et al (2018)
Balaji et al (2018)
Zhong et al (2019)
Macias et al (2019)
Chang et al (2020)
Buschmann et al (2020)
Leane & Slatyer (2020)
Abazajian et al (2020)
List et L (2020)
Di Mauro (2020)
Burns et al (2020)
Cholis et al (2022)
Pohl, Macias+ (2022)
McDermott et al (2023)
Manconi et al (2024)
Song et al (2024)
Ramirez et al (2025)
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…

Fermi GeV excess

 [Fermi collab. ApJ 840 (2017) 1]
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Figure 15. Spectrum of the GC excess. Points are derived using the Sample Model described in Section 2.2.

The systematic uncertainty band is derived from taking the envelope of the GC excess fluxes for di↵erent

analysis configurations, and di↵erent models of di↵use gamma-ray emission and sources in Sections from 3

to 6. Our results are compared to previous determinations of the GC excess spectrum from the literature.

Note, that the area of integration varies in di↵erent cases. In this analysis we mask some bright PS, which

e↵ectively masks the GC within about 2� radius. Gordon & Maćıas (2013) have a 7� ⇥ 7� square around

the GC. The flux from Calore et al. (2015) is obtained by taking the intensity in Figure 14 and multiplying

by the area of the ROI (2� < |b| < 20� and |`| < 20�) in their analysis. The ROI in Ajello et al. (2016) is

a 15� ⇥ 15� square around the GC. The two cases that we consider here correspond to the model with the

CR sources traced by the distribution of pulsars (Yusifov & Küçük 2004) where either only overall intensity

(“fit intens”) or both intensity and index (“fit index”) for the di↵use components spectra are fit to the data

(cf. Figure 13 of Ajello et al. 2016).

and modeling of PS. The excess remains significant in all cases in the energy range from 1 GeV to a

few GeV, although its flux is found to vary by a factor of & 3 owing to uncertainties in the modeling

of IC emission, additional CR sources near the GC, and a contribution of the low-latitude emission

from the Fermi bubbles.

Figure 15 also shows that our determination of the GC excess spectrum is generally consistent with

previous determinations in the literature, but our assessment of systematic uncertainties is generally

larger than that reported in other studies. We note that the ROIs used to determine the flux and

the flux profiles assumed are di↵erent for di↵erent analyses, thus the curves cannot be compared

quantitatively. The main purpose of the figure is to show that there is a qualitative agreement.

8. MORPHOLOGY OF THE GALACTIC CENTER EXCESS

Characterizing the morphology of the GC excess is important to understand its nature. In partic-

ular, spherical symmetry is expected for DM annihilation as well as, to a good approximation, for a

population of MSPs in the bulge of the Milky Way (e.g., Brandt & Kocsis 2015) or young pulsars

produced as a result of star formation near the GC (O’Leary et al. 2015), while a continuation of
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FIG. 10: The raw gamma-ray maps (left) and the residual maps after subtracting the best-fit Galactic di↵use model, 20 cm
template, point sources, and isotropic template (right), in units of photons/cm2/s/sr. The right frames clearly contain a
significant central and spatially extended excess, peaking at ⇠1-3 GeV. Results are shown in galactic coordinates, and all maps
have been smoothed by a 0.25� Gaussian.

ing to a statical preference for such a component at the
level of ⇠17�. In Fig. 8, we show the spectrum of the
dark-matter-like component, for values of � = 1.2 (left
frame) and � = 1.3 (right frame). Shown for compari-
son is the spectrum predicted from a 35.25 GeV WIMP
annihilating to bb̄. The solid line represents the contribu-
tion from prompt emission, whereas the dot-dashed and
dotted lines also include an estimate for the contribution
from bremsstrahlung (for the z = 0.15 and 0.3 kpc cases,

as shown in the right frame of Fig. 2, respectively). The
normalizations of the Galactic Center and Inner Galaxy
signals are compatible (see Figs. 6 and 8), although the
details of this comparison depend on the precise mor-
phology that is adopted.

We note that the Fermi tool gtlike determines the
quality of the fit assuming a given spectral shape for
the dark matter template, but does not generally provide
a model-independent spectrum for this or other compo-
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a model-independent spectrum for this or other compo-

[Daylan et al., Phys.Dark Univ. 12 (2016) ]
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What produces the excess?
The excess is tantalising since it coincides well with the expectations for the sought-after signal of 
thermal dark matter pair-annihilating in the Galactic centre. However, unresolved populations 
of gamma-ray sources are a strong contender!
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�
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indirect detection directdetection
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directdetection

Figure II.12: Schematic summary of DM search strategies based on the interactions of DM
with itself and SM particles. The circular shaded area is a placeholder for new physics
couplings and interactions which depend on a particular model. While the depicted situation
is only valid for thermally produced DM like WIMPs, some of the search strategies may be
nonetheless applicable to particle DM candidates with non-thermal production mechanisms
like axions and sterile neutrinos.

A schematic overview of how to turn these interactions into DM detection
strategies is shown in Fig. II.12. There are three main avenues:

• Direct detection: Based on interactions of the kind c + SM ! c + SM
describing two-body scattering processes. If DM existed, we should be
able to directly observe such scattering events with ordinary matter in
laboratory experiments.

• Indirect detection: Based on interactions of the kind c + c ! SM +
SM which refer to DM self-annihilation into SM final states. The idea
is to look for these SM final states among the plethora of cosmic rays
penetrating the Earth’s atmosphere. Depending on the exact DM model,
DM decays into SM particles also provide signals suitable for indirect
detection techniques.

• Collider searches: Based on interactions of the kind SM + SM ! c + c
encompassing all DM pair-production processes due to the interaction
of SM particles. Such interactions should occur at high-energy particle
colliders like the LHC and manifest themselves as missing momentum
or energy in the detected final states.

In this section, we provide a short summary of the overall scope of these three
DM search avenues highlighting current results, disputable detection claims
and constraints on the properties and nature of mainly thermally produced
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Thermal dark matter Unresolved Galactic source population 
(here: millisecond pulsars [MSPs])

[credit: NASA]

supported by (incomplete collection):
[R. Bartels et al., PRL 116 (2016) 5];  
[R. Bartels et al., Nature Astron. 2 (2018) 10]; 
[O. Macias et al., JCAP 09 (2019) 042];
[F. Calore et al., PRL 127 (2021) 16];
[M. Pohl et al., ApJ 929 (2022) 2]

VS.

supported by (incomplete collection): 
[Fermi collab. ApJ 840 (2017) 1];
[R. K. Leane and T. R. Slatyer, PRL 123 (2019) 24]; 
[M. di Mauro, PRD 103 (2021) 6]; [I. Cholis et al., PRD 105 (2022) 10];
[S. D. McDermott et al., MNRAS  522 (2023) 1]

Other interpretations are cosmic-ray based, e.g., a past enhanced star formation/leptonic burst in the 
Galactic centre [E. Carlsom, S. Profumo; PRD 90 (2014) 2][J. Petrovic et al.; JCAP 10 ( 2014) 052][D. Gaggero et al., JCAP 12 (2015) 056]. 
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What have we learned about the GeV excess?

Christopher Eckner, ceckner@ung.si 4TeVPA 2025 | 6th November 2025

10

FIG. 10: The raw gamma-ray maps (left) and the residual maps after subtracting the best-fit Galactic di↵use model, 20 cm
template, point sources, and isotropic template (right), in units of photons/cm2/s/sr. The right frames clearly contain a
significant central and spatially extended excess, peaking at ⇠1-3 GeV. Results are shown in galactic coordinates, and all maps
have been smoothed by a 0.25� Gaussian.

ing to a statical preference for such a component at the
level of ⇠17�. In Fig. 8, we show the spectrum of the
dark-matter-like component, for values of � = 1.2 (left
frame) and � = 1.3 (right frame). Shown for compari-
son is the spectrum predicted from a 35.25 GeV WIMP
annihilating to bb̄. The solid line represents the contribu-
tion from prompt emission, whereas the dot-dashed and
dotted lines also include an estimate for the contribution
from bremsstrahlung (for the z = 0.15 and 0.3 kpc cases,

as shown in the right frame of Fig. 2, respectively). The
normalizations of the Galactic Center and Inner Galaxy
signals are compatible (see Figs. 6 and 8), although the
details of this comparison depend on the precise mor-
phology that is adopted.

We note that the Fermi tool gtlike determines the
quality of the fit assuming a given spectral shape for
the dark matter template, but does not generally provide
a model-independent spectrum for this or other compo-

10

FIG. 10: The raw gamma-ray maps (left) and the residual maps after subtracting the best-fit Galactic di↵use model, 20 cm
template, point sources, and isotropic template (right), in units of photons/cm2/s/sr. The right frames clearly contain a
significant central and spatially extended excess, peaking at ⇠1-3 GeV. Results are shown in galactic coordinates, and all maps
have been smoothed by a 0.25� Gaussian.

ing to a statical preference for such a component at the
level of ⇠17�. In Fig. 8, we show the spectrum of the
dark-matter-like component, for values of � = 1.2 (left
frame) and � = 1.3 (right frame). Shown for compari-
son is the spectrum predicted from a 35.25 GeV WIMP
annihilating to bb̄. The solid line represents the contribu-
tion from prompt emission, whereas the dot-dashed and
dotted lines also include an estimate for the contribution
from bremsstrahlung (for the z = 0.15 and 0.3 kpc cases,

as shown in the right frame of Fig. 2, respectively). The
normalizations of the Galactic Center and Inner Galaxy
signals are compatible (see Figs. 6 and 8), although the
details of this comparison depend on the precise mor-
phology that is adopted.

We note that the Fermi tool gtlike determines the
quality of the fit assuming a given spectral shape for
the dark matter template, but does not generally provide
a model-independent spectrum for this or other compo-

[Daylan et al., Phys.Dark Univ. 12 (2016) ]

spectrum spatial morphology photon statistics

We may understand the GCE studying its main properties:
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Figure 1: Previously-derived spectra of photon flux from the GCE in F� = E2dN�/dE,
integrated over the ROI with |l| < 20� and 2� < |b| < 20�, selected from nine analyses of the
GCE [4–9, 12] (note some of these references include multiple analyses). 1� error bars are
reproduced from the same references. Arrows on error bars denote upper limits (i.e. because
the 1� error bars overlap zero).

rs = 20 kpc, except for Refs. [7, 12], which use rs = 23.1 kpc; in any case, the GCE spectrum
is rather insensitive to rs [4]. In order to compare studies with different ROIs, we re-scale the
inferred flux by the method described in appendix A. The effect of varying � on the inferred
total flux within our ROI is non-negligible — for example, the total flux from the spectra
attained by Ref. [6] assuming � = 1.0 is ⇠ 40% larger than the flux inferred assuming � = 1.2
— but as we will see, there are other systematic uncertainties of comparable magnitude.

The manner in which uncertainties in the energy spectrum are reported also varies; some
studies report only statistical uncertainties, and some report both statistical and systematic.
Refs. [4, 5, 7] report both separately, and for our purposes, we add these in quadrature
(this approach may lead to an overestimate of uncertainties in some cases since it neglects
correlations between systematic uncertainties).

Figure 1 displays all the spectra mentioned above, with ROI rescaling included. Many
studies reported flux values in units of flux per steradian; we have multiplied those fluxes by
the area of their respective ROIs and then rescaled the flux as described in appendix A to
attain an absolute flux from the GCE in our ROI differential in energy. We report our results
in terms of F� = E2dN�/dE, where N� is the number of incident photons from the ROI per
unit exposure (measured in cm2 s).

We compare three methods of extracting the total GCE flux, integrated over energy,
from these spectrum analyses. The first method is direct numerical integration of the binned
spectrum. This method is most responsive to the data measured by Fermi and does not
attempt to abstract over it with a smooth function, but it is potentially somewhat noisy and

– 5 –

[J.T. Dinsmore & T.R. Slatyer, JCAP 06 (2022) 06]
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TABLE II. Results for the 1pPDF analysis of the IG LAT data, CLEAN, all PSF. First three columns: setup of the analysis and
latitude mask of the IG. The ln(Z) is the nested sampling global log-evidence extracted from Multinest. Last two columns:
flux from IG point sources (in units of 10�8 ph cm�2 s�1 , and for S < 10�10 ph cm�2 s�1 ), and normalization of smooth
GCE template in the 1pPDF fit when relevant.

Description |b| cut [�] ln(Z) PS flux AB/NFW126

No GCE 0.5 �19056.81 3.42+0.78
�1.58 -

NFW126 0.5 �19060.14 3.76+0.41
�1.75 0.84+0.10

�0.16

Bulge 0.5 �19027.22 3.94+3.89
�1.98 0.97+0.06

�0.08

No GCE 1 �18085.2 2.75+0.76
�1.39 -

NFW126 1 �18072.6 2.84+0.7
�1.3 1.45+0.05

�0.15

Bulge 1 �18054.34 2.68+1.07
�1.08 1.02+0.08

�0.04

C. Spatial distribution: Source density

In order to characterize the spatial distribution of the
point source population measured by the 1pPDF we com-
pute the source density in the di↵erent ROIs analyzed.
We remind that, in the current implementation, the
1pPDF method measures an isotropic population of point
sources in the region of interest, and thus is not sensi-
tive to the pixel-by-pixel spatial distribution of sources.
Thus the measured dN/dS, and in turn the source den-
sity are to be considered as average quantities within
the ROI. We compute the source density by integrat-
ing the measured dN/dS (and the corresponding 1� un-
certainty) in the flux interval [3 · 10�12, 1 · 10�11] ph
cm�2 s�1. This flux interval corresponds to the regime
in which the 4FGL is incomplete for the source counts,
and thus characterizes the unresolved point sources col-
lectively measured by the 1pPDF. The source density ob-
tained integrating the dN/dS as measured in the EG
ROI is of ⇠ 0.12+0.02

�0.01 sources/deg2. The OG source den-

sity is found to be slightly higher, at the level of 0.20+0.09
�0.03

sources/deg2, suggesting that Galactic sources contribute
to the dN/dS in addition to the extragalactic sources
measured in the EG.

The source density in the full IG ROI is 0.31+0.11
�0.09

sources/deg2 when cutting the inner |b| < 1 degree,
and 0.28+0.10

�0.09 sources/deg2 when cutting the inner |b| <
0.5 degree. Both results are compatible within errors,
and reveal a source density higher with respect to the
EG and OG. However, the reduced photon statistics in
the 10–300 GeV energy bin prevents to robustly mea-
sure the radial and longitude profiles of point sources us-
ing multiple regions as done in PaperI. We thus provide
the source density within the North and South hemi-
spheres, corresponding to 0.35+0.20

�0.24 sources/deg2 and

0.33+0.22
�0.29 sources/deg2 respectively, as well as for positive

and negative longitudes, equal to 0.47+0.30
�0.32 sources/deg2

and 0.18+0.15
�0.15 sources/deg2. The source density is found

to be slightly higher than the OG and the average IG
level within positive longitudes. We note that, if the
GCE consists of MSPs within the stellar bulge of the
Milky Way, and if they contribute to the unresolved
point sources in the considered flux interval, an asym-
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FIG. 6. The GCE energy spectrum is illustrated in li-
near scale to highlight the E > 10 GeV tail. Our results
obtained with skyFACT for energies larger than 10 GeV are
shown in magenta. The measured spectra from the template-
based analysis of Ref. [11] is reported with blue points, where
the shaded band encloses the systematic uncertainties on the
GCE spectra when varying the Galactic di↵use emission mod-
eling. Model interpretations assuming dark matter annihi-
lations (Ref. [21], yellow dot-dashed line, rescaled by a fac-
tor 1.5) or MSP prompt (purple dotted) plus IC emission
(dashed) from Ref. [24] are overlaid for comparison.

metry among negative and positive longitudes is indeed
expected [16, 59, 60], being the stellar bulge more lumi-
nous at positive longitudes, see e.g. figure 3. However, we
leave the interpretation of these measurements to forth-
coming work.

VI. CONCLUSION AND OUTLOOK

In this work, we presented a new study of the IG
Fermi–LAT data at energies above 10 GeV with the goal
of investigating the robustness of the high-energy tail of
the GCE, and assessing the role of sub-threshold point
sources. Our analysis is based on an innovative method
which combines adaptive template fitting and pixel count
statistical methods, while minimizing the mis-modelling

[S. Manconi et al., PRD 109 (2024) 12]

at the highest energiesGeV-scale bulk emission

1. GeV emission compatible with dark matter and MSP interpretation. 
2. Robust high-energy tail (> 20 GeV): natural explanation via inverse-Compton emission of  
    originating in MSP population. [S. Manconi et al., PRD 109 (2024) 12] (multi-channel thermal DM can work too)
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[Daylan et al., Phys.Dark Univ. 12 (2016) ]

spatial morphology:

We may understand the GCE studying its main properties:

contracted NFW profile “Coleman” stellar bulge + nuclear stellar cluster

1. Non-spherical stellar bulge robustly yields a better fit. [D. Song, C. Eckner et al., MNRAS 530 (2024) 4]

2. Recent magnetohydrodynamical simulations of Milky-Way-like galaxies suggest that 

dark matter may exhibit similar asphericity as stellar bulge. [M. Muru et al., PRL 135 (2025) 16]
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FIG. 10: The raw gamma-ray maps (left) and the residual maps after subtracting the best-fit Galactic di↵use model, 20 cm
template, point sources, and isotropic template (right), in units of photons/cm2/s/sr. The right frames clearly contain a
significant central and spatially extended excess, peaking at ⇠1-3 GeV. Results are shown in galactic coordinates, and all maps
have been smoothed by a 0.25� Gaussian.

ing to a statical preference for such a component at the
level of ⇠17�. In Fig. 8, we show the spectrum of the
dark-matter-like component, for values of � = 1.2 (left
frame) and � = 1.3 (right frame). Shown for compari-
son is the spectrum predicted from a 35.25 GeV WIMP
annihilating to bb̄. The solid line represents the contribu-
tion from prompt emission, whereas the dot-dashed and
dotted lines also include an estimate for the contribution
from bremsstrahlung (for the z = 0.15 and 0.3 kpc cases,

as shown in the right frame of Fig. 2, respectively). The
normalizations of the Galactic Center and Inner Galaxy
signals are compatible (see Figs. 6 and 8), although the
details of this comparison depend on the precise mor-
phology that is adopted.
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We note that the Fermi tool gtlike determines the
quality of the fit assuming a given spectral shape for
the dark matter template, but does not generally provide
a model-independent spectrum for this or other compo-

[Daylan et al., Phys.Dark Univ. 12 (2016) ]

photon statistics:

We may understand the GCE studying its main properties:

Question: Can we identify a non-Poissonian emission component in the GCE’s emission?  
→ linked to: population of dim point-like sources below the LAT’s detection threshold
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Figure 2: Compilation of the spatial (upper panel) and spectral (lower panel) morphology of
all gamma-ray templates used in our baseline setup to model the gamma-ray emission in the
GC region. The upper panel’s first image displays the Fermi-LAT data in our ROI between
1 GeV and 2 GeV, which is the same energy bin chosen for the remaining templates. The
templates are the output of the Fermi Science Tools routine gtmodel and hence display the
expected events from the respective flux model for the given Fermi-LAT observation time
in the infinite statistics limit. The color indicates the base-10 logarithm of the number of
expected gamma-ray events per spatial pixel. The spectral properties of the DM and MSP
templates follow the best-fit results for Model 2A as stated in the text (c.f. Fig. 9, which fixes
� = 1.25 in Eq. 2.2. The adjacent MSP template is based on the same spatial profile whereas
the spectral parameters read �L = 0.76 and FMSP = 4.1 ⇥ 10�7 ph/cm2/s.

Millisecond pulsar template. To generate the MSP template together with the spatial
distribution (adopted as above) we need to specify the spectral shape and the luminosity
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Figure 2: Compilation of the spatial (upper panel) and spectral (lower panel) morphology of
all gamma-ray templates used in our baseline setup to model the gamma-ray emission in the
GC region. The upper panel’s first image displays the Fermi-LAT data in our ROI between
1 GeV and 2 GeV, which is the same energy bin chosen for the remaining templates. The
templates are the output of the Fermi Science Tools routine gtmodel and hence display the
expected events from the respective flux model for the given Fermi-LAT observation time
in the infinite statistics limit. The color indicates the base-10 logarithm of the number of
expected gamma-ray events per spatial pixel. The spectral properties of the DM and MSP
templates follow the best-fit results for Model 2A as stated in the text (c.f. Fig. 9, which fixes
� = 1.25 in Eq. 2.2. The adjacent MSP template is based on the same spatial profile whereas
the spectral parameters read �L = 0.76 and FMSP = 4.1 ⇥ 10�7 ph/cm2/s.

Millisecond pulsar template. To generate the MSP template together with the spatial
distribution (adopted as above) we need to specify the spectral shape and the luminosity
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FIG. 10: The raw gamma-ray maps (left) and the residual maps after subtracting the best-fit Galactic di↵use model, 20 cm
template, point sources, and isotropic template (right), in units of photons/cm2/s/sr. The right frames clearly contain a
significant central and spatially extended excess, peaking at ⇠1-3 GeV. Results are shown in galactic coordinates, and all maps
have been smoothed by a 0.25� Gaussian.

ing to a statical preference for such a component at the
level of ⇠17�. In Fig. 8, we show the spectrum of the
dark-matter-like component, for values of � = 1.2 (left
frame) and � = 1.3 (right frame). Shown for compari-
son is the spectrum predicted from a 35.25 GeV WIMP
annihilating to bb̄. The solid line represents the contribu-
tion from prompt emission, whereas the dot-dashed and
dotted lines also include an estimate for the contribution
from bremsstrahlung (for the z = 0.15 and 0.3 kpc cases,

as shown in the right frame of Fig. 2, respectively). The
normalizations of the Galactic Center and Inner Galaxy
signals are compatible (see Figs. 6 and 8), although the
details of this comparison depend on the precise mor-
phology that is adopted.

We note that the Fermi tool gtlike determines the
quality of the fit assuming a given spectral shape for
the dark matter template, but does not generally provide
a model-independent spectrum for this or other compo-
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[Daylan et al., Phys.Dark Univ. 12 (2016) ]

photon statistics:

We may understand the GCE studying its main properties:
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Figure 2: Compilation of the spatial (upper panel) and spectral (lower panel) morphology of
all gamma-ray templates used in our baseline setup to model the gamma-ray emission in the
GC region. The upper panel’s first image displays the Fermi-LAT data in our ROI between
1 GeV and 2 GeV, which is the same energy bin chosen for the remaining templates. The
templates are the output of the Fermi Science Tools routine gtmodel and hence display the
expected events from the respective flux model for the given Fermi-LAT observation time
in the infinite statistics limit. The color indicates the base-10 logarithm of the number of
expected gamma-ray events per spatial pixel. The spectral properties of the DM and MSP
templates follow the best-fit results for Model 2A as stated in the text (c.f. Fig. 9, which fixes
� = 1.25 in Eq. 2.2. The adjacent MSP template is based on the same spatial profile whereas
the spectral parameters read �L = 0.76 and FMSP = 4.1 ⇥ 10�7 ph/cm2/s.

Millisecond pulsar template. To generate the MSP template together with the spatial
distribution (adopted as above) we need to specify the spectral shape and the luminosity
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Millisecond pulsar template. To generate the MSP template together with the spatial
distribution (adopted as above) we need to specify the spectral shape and the luminosity
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vs.

Addressed with conventional likelihood-based but also machine-learning methods:

1. One-point photon-count statistics analyses find strong evidence for a contribution of sub-

threshold point-like sources to the GCE. [F. Calore et al., PRL 127 (2021) 16]

2. Machine-learning analyses typically find an admixture of DM and MSP emission to the GCE 

[S. Mishra-Sharma and K. Cranmer, PRD 105 (2022) 6] [F. List et al. PRL 125 (2020) 241102] [S. Caron, C. Eckner et al., JCAP 06 (2023) 013]  
→ adding energy-dependence to the machine-learning analysis seems to indicate an almost 
    Poisson-like sub-threshold source contribution (could be DM?) [F. List et al., arXiv:2507.17804]
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Mismodelling of the large-scale diffuse foreground of the Milky Way.
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FIG. 5: We show in the left panel the map of the residuals obtained using the Model 2 and the Baseline IEM to fit the ROI
in the energy range 1-10 GeV. Instead, in the right panel we have added to the residuals the counts of the GCE. The di↵erent
colors represent the fractional residual, i.e., the residual counts (data minus model) divided by the total counts.

FIG. 6: Flux, integrated between 1 � 10 GeV, absorbed by
the DM template when it is placed at di↵erent positions along
the Galactic plane. We show the results obtained with three
di↵erent IEMs.

apply the fits to the SED measured with the Baseline

IEM. Similar results are found by fitting the SED ob-
tained with the other models. We find a much better
match with the data using the log-parabola shape and
we find best-fit values for the spectral index of �2.0 and
curvature index of 0.27. In particular the TS calculated
as 2(LogLLP � LogLPLE), where LogLLP (LogLPLE) is
the fit obtained by using the LP (PLE) SED, is 380.
Ref. [5] also found a preference for the fit with a LP with
a roughly similar value for the spectral and curvature in-
dexes. We display in Fig. 8 the comparison between the
data and the LP best-fit. A LP shape is able to reproduce
the GCE spectrum between 0.1� 10 GeV but is not able

to properly capture the high-energy tail. However, this
tail is not significant for all the IEMs (see Fig. 8 where
the convolution of the results obtained for all the IEMs
is displayed).

Possible interpretations of the GCE are associated
with the �-ray emission from cosmic-ray protons and/or
electrons and positrons injected from the Galactic cen-
ter. We test these possibilities using the CMZ 4kpc, CMZ
8kpc, and IC bulge models. We also run the analy-
sis for the case without the presence of the low-latitude
bubbles component (no low-lat bubbles). The results
obtained with these models are presented in Fig. 9.
The case no low-lat bubbles, as expected, provides a
20�30% larger SED because the GCE absorbs part of the
low-latitude bubble emission. This model fits much worse
the ROI giving a LogL lower by 2100 with respect to the
Baseline model. In the cases CMZ 4kpc, CMZ 8kpc, IC
bulge we measure a smaller GCE flux since the addi-
tional cosmic-ray components take part, but not all, the
GCE emission. The GCE SED changes significantly with
these latter models, but an excess peaked at a few GeV
still remains with a high significance. In particular, the
model for which the GCE spectrum decreases the most,
roughly by a factor of two, is the IC bulge case. This
model represents the possible flux of a population of pul-
sars located around the bulge of our Galaxy. This result
demonstrates the viability of the millisecond pulsar in-
terpretation for the GCE [15, 16].

Since the cases CMZ 4kpc, CMZ 8kpc, IC bulge absorb
a significant fraction of the GCE and they have been
considered in the past as possible interpretations to the
GCE (see, e.g., [23–25]), we have tested these model
without including the DM template. Therefore, we try
to fully explain the GCE with the �-ray emission pro-
duced for inverse Compton scattering, bremsstrahlung
or ⇡0 decays, by cosmic rays injected from the Galactic

15

FIG. 10. Comparison between the predictions for one composite diffuse model (using background Model I) and the observed
data for three different energy ranges. In the top panels we show results for the energy range of 1.02 � 2.24 GeV, in the middle

panels for the energy range of 3.77 � 8.29 GeV, and in the bottom panels the range of 10.8 � 23.7 GeV. Left panels show the
observed counts maps to which we fit, including the mask. Middle panels show the composite best fit model with the PSF
included. The right panels show the difference ⌘ Data-Model, i.e., “Residual Emission”. Including the GCE component in the
fit of the inner galaxy’s emission does not cause any over-subtraction. The most evident residuals appear at positive longitudes
(see top right panel), near a couple of bright point sources (see e,g. ` = �17�, b = �3�), but far from the GCE.

factor of 2. We find that the edge-brightened Bubbles
over-predict the observed fluxes in the relevant regions.

In Fig. 11, we give the modeled diffuse emission compo-
nents using Model I again as a reference. We show fluxes
in units of E2

⇥d�/dE, averaged over the 40�
⇥40� region

and excluding the galactic disk, i.e. |b|  2�. While in
the fit 4FGL-DR2 point sources with |b| > 2� are masked,
we include the predicted diffuse background model emis-
sion from these masked regions for simplicity. We use

Model I, because for E > 0.5 GeV the best-fit fluxes
for the dominant Pi0+Bremss component of the galactic
diffuse emission is always within ⇠ 10% of the original
template model assumption, and the ICS component is
largely within this same realm of accuracy. Only at the
lowest energies, for which its contribution is subdomi-
nant, is the ICS roughly 50% of the initial prediction.
We show this by presenting the pre-fit predictions for
the Pi0+Bremss and the ICS components as solid lines,

Our explicit radiation transport modeling can reproduce the
negative line signals that one often finds within a few degrees
off the Galactic center. Atomic gas seen in absorption can thus
be accounted for. We find an enhanced column density
attributed to the Galactic plane at r� 3.5 kpc, where H I
absorption is particularly strong. Within a few degrees of the
Galactic center, this signal is not simply taken from other
locations on the line of sight. Instead it results from the proper
modeling of H I absorption and the strong continuum emission
from that direction.

We test various values of the hydrogen excitation temper-
ature, Texc, ranging from 130 to 700 K. The lower the excitation
temperature, the easier it is to reproduce absorption features in
the spectra, in particular negative line signals. At the same time,
one cannot model line signals with brightness temperatures
exceeding Texc, and in the presence of continuum emission the
achievable line brightness can be well below this limit. For a
constant excitation temperature, we find that the HI4PI spectra
are best reproduced for Texc= 200 K with an average mismatch
below 0.08 K or about twice the survey sensitivity. The
mismatch increases slowly for higher excitation temperatures
and does so quite rapidly for Texc 170 K. We also constructed
a model of the Galactic distribution of atomic hydrogen, in
which we allowed Texc to vary as a function of l and b. This
model fits the line data best and serves as a fiducial model for

the subsequent analysis of the diffuse gamma-ray emission
from the inner Galaxy.
We then updated our model of the diffuse gamma-ray

emission from the inner Galaxy (Macias et al. 2018) with the
new maps of Galactic atomic hydrogen and new templates for
the dust correction. The model comprises components that
describe cosmic-ray induced gamma-ray emission, large-scale
features like the Fermi bubbles, a nuclear bulge, and a boxy
bulge, and minor aspects like the Sun and the Moon. The new
H I map affects the cosmic-ray induced gamma-ray emission
through hadronic interactions and nonthermal bremsstrahlung.
We find with high significance, ΔTS≈ 5000, a much better fit
to the diffuse gamma-ray emission from the inner 40°× 40° of
the Galaxy as observed with the Fermi-LAT, if our new H I
model is used. A similar improvement in fit quality is seen for
all choices of Texc that we probed. The likelihood fit still
requires that templates for the nuclear bulge (Nishiyama et al.
2013) and the boxy bulge (Coleman et al. 2020) are included in
the model, as was the case in earlier analyses. Already without
the boxy bulge, but also with it, there is no evidence for any of
the dark-matter scenarios we tested. These include, with
arbitrary spectral form, cuspy and cored dark-matter profiles
and ellipsoidal versions thereof.
We performed various checks for potential systematic issues

without finding an indication of any. The results appear to be
robust. Compared to previous studies, we now find a much
greater discriminant power for the templates for the Galactic-
center excess. While the dark-matter templates do not
significantly improve the fit, the boxy bulge template is
detected at nearly the 15σ level. We conclude that our new
hydrodynamic gas maps, allowing Texc to vary as a function of
l and b, not only provide an unprecedented reconstruction of
H I line spectra, but also drastically improve the sensitivity to
the spatial morphology of the various components of diffuse
Galactic gamma-ray emission for the much-discussed Galactic
center excess.
We foresee that our new H I maps will be very useful for the

ambitious Galactic center survey program of the forthcoming
Cherenkov Telescope Array (Acharyya et al. 2021) and
particularly for characterizing the high-energy tail of the
GCE at TeV-scale energies (Song et al. 2019; Macias et al.
2021).

We thank Shin’ichiro Ando, Roland M. Crocker, and
Shunsaku Horiuchi for fruitful discussions. We are also

Figure 10. The fractional residuals, (Data −Model)/Model, for the “Base+NB+BB” model. Detailed descriptions of the templates included in the ROI model can be
found in Appendix B, likewise the gamma-ray spectrum for the “Base+NB+BB” model. The images have been smoothed with a Gaussian filter of radius 0°. 6.

Figure 11. $logD ( ) as a function of the stellar density slope, s, with respect to
the primordial formation model, for which s = 1. The GCE data show strong
support for scenarios in which the MSPs are formed in situ.
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Our explicit radiation transport modeling can reproduce the
negative line signals that one often finds within a few degrees
off the Galactic center. Atomic gas seen in absorption can thus
be accounted for. We find an enhanced column density
attributed to the Galactic plane at r� 3.5 kpc, where H I
absorption is particularly strong. Within a few degrees of the
Galactic center, this signal is not simply taken from other
locations on the line of sight. Instead it results from the proper
modeling of H I absorption and the strong continuum emission
from that direction.

We test various values of the hydrogen excitation temper-
ature, Texc, ranging from 130 to 700 K. The lower the excitation
temperature, the easier it is to reproduce absorption features in
the spectra, in particular negative line signals. At the same time,
one cannot model line signals with brightness temperatures
exceeding Texc, and in the presence of continuum emission the
achievable line brightness can be well below this limit. For a
constant excitation temperature, we find that the HI4PI spectra
are best reproduced for Texc= 200 K with an average mismatch
below 0.08 K or about twice the survey sensitivity. The
mismatch increases slowly for higher excitation temperatures
and does so quite rapidly for Texc 170 K. We also constructed
a model of the Galactic distribution of atomic hydrogen, in
which we allowed Texc to vary as a function of l and b. This
model fits the line data best and serves as a fiducial model for

the subsequent analysis of the diffuse gamma-ray emission
from the inner Galaxy.
We then updated our model of the diffuse gamma-ray

emission from the inner Galaxy (Macias et al. 2018) with the
new maps of Galactic atomic hydrogen and new templates for
the dust correction. The model comprises components that
describe cosmic-ray induced gamma-ray emission, large-scale
features like the Fermi bubbles, a nuclear bulge, and a boxy
bulge, and minor aspects like the Sun and the Moon. The new
H I map affects the cosmic-ray induced gamma-ray emission
through hadronic interactions and nonthermal bremsstrahlung.
We find with high significance, ΔTS≈ 5000, a much better fit
to the diffuse gamma-ray emission from the inner 40°× 40° of
the Galaxy as observed with the Fermi-LAT, if our new H I
model is used. A similar improvement in fit quality is seen for
all choices of Texc that we probed. The likelihood fit still
requires that templates for the nuclear bulge (Nishiyama et al.
2013) and the boxy bulge (Coleman et al. 2020) are included in
the model, as was the case in earlier analyses. Already without
the boxy bulge, but also with it, there is no evidence for any of
the dark-matter scenarios we tested. These include, with
arbitrary spectral form, cuspy and cored dark-matter profiles
and ellipsoidal versions thereof.
We performed various checks for potential systematic issues

without finding an indication of any. The results appear to be
robust. Compared to previous studies, we now find a much
greater discriminant power for the templates for the Galactic-
center excess. While the dark-matter templates do not
significantly improve the fit, the boxy bulge template is
detected at nearly the 15σ level. We conclude that our new
hydrodynamic gas maps, allowing Texc to vary as a function of
l and b, not only provide an unprecedented reconstruction of
H I line spectra, but also drastically improve the sensitivity to
the spatial morphology of the various components of diffuse
Galactic gamma-ray emission for the much-discussed Galactic
center excess.
We foresee that our new H I maps will be very useful for the

ambitious Galactic center survey program of the forthcoming
Cherenkov Telescope Array (Acharyya et al. 2021) and
particularly for characterizing the high-energy tail of the
GCE at TeV-scale energies (Song et al. 2019; Macias et al.
2021).

We thank Shin’ichiro Ando, Roland M. Crocker, and
Shunsaku Horiuchi for fruitful discussions. We are also

Figure 10. The fractional residuals, (Data −Model)/Model, for the “Base+NB+BB” model. Detailed descriptions of the templates included in the ROI model can be
found in Appendix B, likewise the gamma-ray spectrum for the “Base+NB+BB” model. The images have been smoothed with a Gaussian filter of radius 0°. 6.

Figure 11. $logD ( ) as a function of the stellar density slope, s, with respect to
the primordial formation model, for which s = 1. The GCE data show strong
support for scenarios in which the MSPs are formed in situ.
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The Astrophysical Journal, 929:136 (13pp), 2022 April 20 Pohl et al.

data - model (data - model)/model(data - model)/(data+model)

1 - 10 GeV
[M. di Mauro, PRD 103 (2021) 6] [Pohl et al., ApJ 929 (2022) 2] [I. Cholis et al., PRD 105 (2022) 10]

Examples from a few recent studies using template-based fits:

1. Residuals of best-fitting models can still reach ~30% and exhibit “some structure”.
2. Trade-off between masking complex regions and having physically motivated/realistic models.
3. Mis-modelling typically impacts small-scales: See spurious sources due to North-South  
    asymmetry reported in [R. K. Leane and T. R. Slatyer, PRL 125 (2020) 12] [C. Karwin et al., arXiv:2206.02809] 

∑ Fermi-LAT data

2.44716 5.63231log10 N

=
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We mitigate diffuse background mismodelling via adaptive template fitting: skyFACT

Model ∼ ∑
k

T(k)
p τ(k)

p ⊗ S(k)
b σ(k)

b ⋅ ν(k) k : component
p : spatial pixel
b : energy bin

spatial + spectral templates modulation parameters

Constraints on the modulation parameters by penalising likelihood function contribution on  
top of the Poisson likelihood:  .ln ℒ = ln ℒP + ln ℒR

∑ Fermi-LAT data

2.44716 5.63231log10 N

=

skyFACT
[E. Storm et al., JCAP 08 (2017) 022] [R. Bartels et al., Nature Astron. 2 (2018) 10]

[F. Calore & S. Manconi, PRL 127 (2021) 16][C. Armand & F. Calore, PRD 103 (2021) 8]
[S. Manconi et al., PRD 109 (2024) 12] [D. Song, C. Eckner et al., MNRAS 530 (2024) 4]
[C. Eckner et al., PRD 110 (2024) 12]

7

FIG. 1. Stellar bulge (left) and DM (right) gamma-ray flux maps integrated in the energy bin 1.6 – 5.9 GeV as obtained with
skyFACT for the benchmark case of NFW126 density profile and DM of 40 GeV annihilating in the bb̄ channel. The flux maps
correspond to the best-fit model, and are reported in cartesian coordinates. The full region of interest (40⇥40 square degrees)
is the one considered for the skyFACT analysis, while the dashed lines delimitate the region used to analyze the data with the
1pPDF method and to derive the DM constraints. The colorbars for the two panels are di↵erent, and they both span about five
orders of magnitude.
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FIG. 2. Residuals of the null hypothesis skyFACT fit in the
energy range from 1.6 – 5.9 GeV. The residuals are defined in
terms of (data - model)/

p
data and smoothed with a Gaussian

kernel of size 0.75�.

optimized GCE components derived during the fit suite
are shown in Fig. 1 (NFW126, 40 GeV, bb̄). This is a
representative example for the skyFACT fit outcome to
the LAT sky: The stellar bulge is a significantly higher
emission than the DM component, which is suppressed
by more than eight orders of magnitude. We find in-
deed that very few DM models show evidence above 3�
of being a necessary addition to a stellar GCE; an ex-
ample being the tuple (NFW126, 80 GeV, bb̄) on which
we based our skyFACT injection and recovery tests in the
Appendix. In fact, we encounter most of these hints for
statistical significance around 3� when fitting the LAT
data with a Burkert DM density profile. The Burkert

profile features an extensive core, rendering the DM tem-
plate almost isotropic, which in turn is a bad fit to the
GCE in general and rather degenerate with the DGRB.

As demonstrated in Appendix A 1 b based on simu-
lated data of our ROI, the normalization of the DM com-
ponent provides a better indicator for a DM presence
in the analyzed data than skyFACT‘s likelihood values.
For bb̄ final states, we only find a non-zero normaliza-
tion for the NFW126 profile for masses of 500 GeV and
1 TeV. They translate to annihilation cross sections of
h�vi ⇠ 3 ⇥ 10�27 cm3/s and h�vi ⇠ 5 ⇥ 10�27 cm3/s,
respectively. Yet, with the choice of energy range for the
1pPDF analysis, we are not strongly sensitive to DM emis-
sion from such heavy particles. Hence, the obtained best-
fit values are significantly below our final upper limits,
and do not conflict with the 1pPDF results. Thus, these
spurious non-zero normalizations are not in conflict with
our approach. All other combinations of DM parameters
lead to annihilation cross sections of O(10�35

� 10�34)
cm3/s, which we essentially consider to be zero.

As concerns the scenario of ⌧+⌧� final states, we find
a non-zero DM normalization for all tested masses � 60
GeV when employing the NFW126 profile. The corre-
sponding best-fit annihilation cross sections, however, are
at least one order of magnitude lower than the upper lim-
its derived with the 1pPDF method. Therefore, the proce-
dure of setting upper limits in these cases is fully justified.
For example, we find the largest cross section for a 1 TeV
DM particle, amounting to h�vi ⇠ 1⇥ 10�26 cm3/s. The
other cross section values are in the same range as the
ones quoted for the bb̄-channel. We stress that, as we
shown via our simulated data checks on a 100% stellar
bulge GCE, finding a non-zero best-fit normalization is
not necessarily equivalent to having found a DM contri-
bution to the GCE. In particular, we found a few real-
izations of such 100% stellar bulge GCE mock datasets
where a spurious DM contribution was recovered. Yet,
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Understanding the GCE’s properties
This work is the culmination point of a series of works joining skyFACT with photon-
count statistics1!

Combining 1pPDF and SkyFACT

• SkyFACT: reduce di↵use mis-modeling

• Photon-count statistic: model faint sources after reducing residuals

First application to inner Galaxy [Calore,SM+PRL21, arXiv:2102.12497] at energies 2-5 GeV

S. Manconi (LAPTh, CNRS) | | TeVPA 2023 7

[image credit: Silvia Manconi]

1 implementation via: 1p-PDF technique → decomposes dataset based on photon-count statistics into 
emission components and the source-count distribution of discrete gamma-ray sources (bright + dim)

[H. Zechlin et al., ApJS 225 (2016) 2]

mailto:eckner@lapth.cnrs.fr
https://iopscience.iop.org/article/10.3847/0067-0049/225/2/18
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This work is the culmination point of a series of works joining skyFACT with pixel-
count statistics!   →  previous results

10

TABLE II. Results for the 1pPDF analysis of the IG LAT data, CLEAN, all PSF. First three columns: setup of the analysis and
latitude mask of the IG. The ln(Z) is the nested sampling global log-evidence extracted from Multinest. Last two columns:
flux from IG point sources (in units of 10�8 ph cm�2 s�1 , and for S < 10�10 ph cm�2 s�1 ), and normalization of smooth
GCE template in the 1pPDF fit when relevant.

Description |b| cut [�] ln(Z) PS flux AB/NFW126

No GCE 0.5 �19056.81 3.42+0.78
�1.58 -

NFW126 0.5 �19060.14 3.76+0.41
�1.75 0.84+0.10

�0.16

Bulge 0.5 �19027.22 3.94+3.89
�1.98 0.97+0.06

�0.08

No GCE 1 �18085.2 2.75+0.76
�1.39 -

NFW126 1 �18072.6 2.84+0.7
�1.3 1.45+0.05

�0.15

Bulge 1 �18054.34 2.68+1.07
�1.08 1.02+0.08

�0.04

C. Spatial distribution: Source density

In order to characterize the spatial distribution of the
point source population measured by the 1pPDF we com-
pute the source density in the di↵erent ROIs analyzed.
We remind that, in the current implementation, the
1pPDF method measures an isotropic population of point
sources in the region of interest, and thus is not sensi-
tive to the pixel-by-pixel spatial distribution of sources.
Thus the measured dN/dS, and in turn the source den-
sity are to be considered as average quantities within
the ROI. We compute the source density by integrat-
ing the measured dN/dS (and the corresponding 1� un-
certainty) in the flux interval [3 · 10�12, 1 · 10�11] ph
cm�2 s�1. This flux interval corresponds to the regime
in which the 4FGL is incomplete for the source counts,
and thus characterizes the unresolved point sources col-
lectively measured by the 1pPDF. The source density ob-
tained integrating the dN/dS as measured in the EG
ROI is of ⇠ 0.12+0.02

�0.01 sources/deg2. The OG source den-

sity is found to be slightly higher, at the level of 0.20+0.09
�0.03

sources/deg2, suggesting that Galactic sources contribute
to the dN/dS in addition to the extragalactic sources
measured in the EG.

The source density in the full IG ROI is 0.31+0.11
�0.09

sources/deg2 when cutting the inner |b| < 1 degree,
and 0.28+0.10

�0.09 sources/deg2 when cutting the inner |b| <
0.5 degree. Both results are compatible within errors,
and reveal a source density higher with respect to the
EG and OG. However, the reduced photon statistics in
the 10–300 GeV energy bin prevents to robustly mea-
sure the radial and longitude profiles of point sources us-
ing multiple regions as done in PaperI. We thus provide
the source density within the North and South hemi-
spheres, corresponding to 0.35+0.20

�0.24 sources/deg2 and

0.33+0.22
�0.29 sources/deg2 respectively, as well as for positive

and negative longitudes, equal to 0.47+0.30
�0.32 sources/deg2

and 0.18+0.15
�0.15 sources/deg2. The source density is found

to be slightly higher than the OG and the average IG
level within positive longitudes. We note that, if the
GCE consists of MSPs within the stellar bulge of the
Milky Way, and if they contribute to the unresolved
point sources in the considered flux interval, an asym-
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FIG. 6. The GCE energy spectrum is illustrated in li-
near scale to highlight the E > 10 GeV tail. Our results
obtained with skyFACT for energies larger than 10 GeV are
shown in magenta. The measured spectra from the template-
based analysis of Ref. [11] is reported with blue points, where
the shaded band encloses the systematic uncertainties on the
GCE spectra when varying the Galactic di↵use emission mod-
eling. Model interpretations assuming dark matter annihi-
lations (Ref. [21], yellow dot-dashed line, rescaled by a fac-
tor 1.5) or MSP prompt (purple dotted) plus IC emission
(dashed) from Ref. [24] are overlaid for comparison.

metry among negative and positive longitudes is indeed
expected [16, 59, 60], being the stellar bulge more lumi-
nous at positive longitudes, see e.g. figure 3. However, we
leave the interpretation of these measurements to forth-
coming work.

VI. CONCLUSION AND OUTLOOK

In this work, we presented a new study of the IG
Fermi–LAT data at energies above 10 GeV with the goal
of investigating the robustness of the high-energy tail of
the GCE, and assessing the role of sub-threshold point
sources. Our analysis is based on an innovative method
which combines adaptive template fitting and pixel count
statistical methods, while minimizing the mis-modelling

[S. Manconi et al., PRD 109 (2024) 12]
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FIG. S5. Di↵use emission systematics. Source count distribution in the IG obtained from the 1pPDF analysis cutting the inner
2� (left panel) and 4�(right panel). The black line is obtained from the 1pPDF when using the model for the Galactic di↵use
emission obtained from skyFACT (without any component modeling the GCE, sF-noGCE). The colored lines are instead obtained
from the 1pPDF using the o�cial Fermi-LAT model for Pass 8 (cyan line), or modA and modB (orange and indaco lines). The
black (gray) points represent the count distribution of 4FGL sources (without any analysis flag, intended as a cautionary index
for the reality of a source or the magnitude of its systematic uncertainties [36]).

FIG. S6. North and South Inner Galaxy. Left (right) panel: Source-count distribution of the North (South) region of the IG
obtained from the 1pPDF analysis. Results are here reported using the O�cial P8 and the sF-B models for the di↵use emission.
Points as in Fig. S5.

We therefore confirm previous findings [20] that large residuals due to mis-modelling of di↵use emission induce a
bias in the reconstruction of PS in the inner Galaxy.

We also identify spatially critical regions within the IG where this mis-modeling e↵ect is more pronounced, notably
the Northern hemisphere (both West and East quadrants). This might be connected to the North/South asymmetry
found within the NPTF analysis of the GCE discussed in [18]. As shown in Fig. S6 the spurious IPS peak of the
dN/dS reconstructed with the 1pPDF using the O�cial P8 template is found to be strongly pronounced in the North
IG ROI in the same flux region as found in Fig. S5, while it is not present in the analysis of the South IG ROI.
When using the di↵use emission templates as obtained with skyFACT, we find instead a smoother dN/dS which is
compatible within 1� uncertainty with the 4FGL unflagged sources. Moreover, the 1pPDF results for the dN/dS using
the O�cial P8 and the skyFACT di↵use templates in the South IG ROI are compatible within the obtained 1� bands.

4

TABLE I. Results for the 1pPDF analysis of the IG LAT data. First four columns: setup of the analysis and latitude mask of
the IG. The ln(Z) is the nested sampling global log-evidence extracted from Multinest [30]. Last two columns: flux percentage
of di↵erent model components with respect to the total emission in the ROI (for S < 10�8 ph cm�2 s�1 , see [37]), and
normalization of smooth GCE template in the 1pPDF. Flux percentage always sum to unity within errors.

Description 1pPDF setup skyFACT di↵use |b| cut [�] ln(Z) Point sources/di↵use/GCE % AB/NFW126

No GCE (both) 1pPDF-noGCE sF-noGCE 2 �6113 12/89/� -
Bulge (1pPDF only) 1pPDF-B sF-noGCE 2 �6076 13/81/7 0.8 ± 0.1
DM (1pPDF only) 1pPDF-NFW126 sF-noGCE 2 �6084 10/84/6 1.8+0.4

�0.2

Bulge (skyFACT only) 1pPDF-noGCE sF-B 2 �6169 11/89/� -
Bulge (both) 1pPDF-B sF-B 2 �6074 13/77/10 1.1 ± 0.1
DM (both) 1pPDF-NFW126 sF-NFW126 2 �6084 11/82/7 2.3 ± 0.3

No GCE (both) 1pPDF-noGCE sF-noGCE 0.5 �7822 13/86/� -
Bulge (1pPDF only) 1pPDF-B sF-noGCE 0.5 �7802 14/83/3 0.3 ± 0.1
DM (1pPDF only) 1pPDF-NFW126 sF-noGCE 0.5 �7818 14/85/1 0.3 ± 0.1
Bulge (skyFACT only) 1pPDF-noGCE sF-B 0.5 �7907 15/85/� -
Bulge (both) 1pPDF-B sF-B 0.5 �7796 14/79/7 0.8 ± 0.1
DM (both) 1pPDF-NFW126 sF-NFW126 0.5 �7820 14/84/2 0.6 ± 0.2
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FIG. 2. Radial (left) and longitude (right) source density dN/d⌦ profiles, as reconstructed by the 1pPDF-B fit using the
sF-B di↵use model. We also display source density profiles for 4FGL sources (black points), and average source densities in the
OG and EG ROIs.

ing the IG ROI into three concentric annuli, masked
for latitudes |b| < 0.5�. We extract the dN/dS sepa-
rately in each ring, and integrate it over the flux interval
[10�11

� 10�9] ph cm�2 s�1. The result is reported in
Fig. 2 as a function of the mean ⇥GC =

p
b2 + l2 in each

ring, for our baseline 1pPDF-B, sF-B setup. We observe a
decreasing trend of the dN/d⌦ in the IG with ⇥GC. Also,
the dN/d⌦ in the innermost ring is about a factor of three
higher than 4FGL sources, as well as than in OG and EG.
For the most external ring, the source density is instead
comparable with the catalog, OG and EG ones. This cor-
roborates the evidence that the IG PS population is not
purely isotropic nor extragalactic in origin, but rather it
peaks towards the GC. Similarly, we build the longitude
profile of IG PS, Fig. 2. The dN/dS has been fitted in
6 longitude slices from the GC bound at |l| = 6�, 12�

and 20�. The derived dN/d⌦ shows again a distribution

peaked around the GC, and compatible with OG (and
partially with 4FGL and EG) sources only in the most
external longitude interval. This result adds a piece of
evidence that the GCE (defined as an excess of photons
above traditionally adopted foreground/background as-
trophysical models) is contributed by faint PS on lines-
of-sight toward the Galactic center, and, perhaps, in the
Galactic bulge, supporting their Galactic origin.

Conclusions. For the first time, we analyzed the IG
Fermi-LAT sky by means of the 1pPDF photon-count
statistics technique in order to understand the role of
PS to the GCE. To minimize the systematic e↵ects in-
herent the modeling of the �-ray sky, we introduced im-
portant methodological novelties. First, we implemented
within the 1pPDF new, optimized, models for the di↵use
emission from skyFACT adaptive template fits, developing
a self-consistent procedure which e↵ectively reduces dif-

[F. Calore & S. Manconi, PRL 127 (2021) 16]
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Constraining particle dark matter with the GCE
This work is the culmination point of a series of works joining skyFACT with pixel-
count statistics!   →  now: derive constraints on particle dark matter

Strategy:  
Start from null hypothesis — GCE is of stellar origin.

1. skyFACT optimisation with full model in full energy range (0.5-300 GeV):

skyFACT diffuse & 
discrete source model  
(as in previous works)
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(or NFW, Einasto, Burkert) 
[M. Benito et al., Phys.Dark Univ. 32 (2021)]
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Constraining particle dark matter with the GCE
This work is the culmination point of a series of works joining skyFACT with pixel-
count statistics!   →  today: derive constraints on particle dark matter

Strategy:  
Start from null hypothesis — GCE is of stellar origin.

1. skyFACT optimisation with full model in full energy range (0.5-300 GeV):

skyFACT diffuse & 
discrete source model  
(as in previous works)
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(or NFW, Einasto, Burkert) 
[M. Benito et al., Phys.Dark Univ. 32 (2021)]

2. extract skyFACT-optimized diffuse template (2 — 5 GeV); fit DM & stellar bulge with 1p-PDF method:
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FIG. 7. Null hypothesis test for the 1pPDF. Comparison of
the statistical expectation for the null hypothesis as derived
by analyzing simulations with the results using real sky data,
both using the 1pPDF method. The shaded bands depict the
68% (hatched yellow) and 95% (green) confidence intervals
derived from the statistical scatter of the profile likelihood
function for the normalization of the DM component, as ob-
tained from simulations of the gamma-ray sky by assuming
ADM = 0. The dashed black line shows the corresponding
result obtained from the actual data.

quoted above. The mock data are analyzed in di↵er-
ent ROIs covering the inner Galaxy, specifically testing
di↵erent latitude cuts (from 0.5� to 2�). The profile like-
lihood function for the normalization of the DM compo-
nent ADM is then extracted from the results of the 20
simulations, and compared to the real sky results to ver-
ify they follow similar statistical distributions.

In the standard null hypothesis test, we use the same
Galactic di↵use emission models to simulate and to an-
alyze the results of the simulations within the 1pPDF.
To quantify possible e↵ects coming from our non-perfect
knowledge of the Galactic di↵use emission within the real
sky, we repeat the null hypothesis test by analyzing the
simulations with a di↵erent background model with re-
spect to the one used to simulate the Fermi -LAT data.
The goal is to see if the obtained limits for the DM com-
ponent change, i.e., to see if having di↵use emission mis-
modeling a↵ects our sensitivity to a DM signal. For this,
the model used to analyze the simulations is addition-
ally processed by injecting a level of residual background
mismodeling which follows what is quantified in the ded-
icated skyFACT simulations (cf. Sec. A 1 b).

b. Results

Following the optimization process designed in [45] for
similar purposes, the suite of simulations is analyzed us-
ing the 1pPDF pipeline varying the defined ROI. For each

tested ROI, we analyze the full suite of simulations. The
statistical expectations for the null hypothesis are then
extracted from the statistical scatter of the profile like-
lihood function for the normalization of the DM compo-
nent ADM, by computing 68% and 95% confidence inter-
vals. These statistical expectations, obtained by analyz-
ing the null hypothesis simulations, where ADM has been
set equal to zero, are compared with the results obtained
analyzing the real sky data within the same ROI.

We start with testing the ROI used to analyze a similar
energy range within the inner Galaxy with the 1pPDF in
[17], i.e. a 20 x 20 square degrees centered at the GC,
and varying the Galactic plane mask from 0.5 degrees to
2 degrees. We find that the cut at 1 degrees provides
the most stable results, and we thus select this ROI for
extracting the DM constraints, as reported in the main
text. The results for the selected ROI are reported in
Fig. 7, where we show that the real sky profile likelihood
for the ADM parameter is perfectly compatible with the
null hypothesis expectations at the 68% confidence level,
and its statistical fluctuations are included within the
95% interval. The dN/dS parameters reconstructed by
the 1pPDF when analyzing the simulations are found to
be compatible with the injected source count distribution
within the statistical errors.

We have verified that reducing the latitude cut to 0.5
degree provides stronger constraints, which are found to
be marginally consistent with the lower 95% interval.
Conversely, increasing the latitude cut at 2 degrees re-
sults in less constraining results, still compatible with
the upper end of the 95% interval. The choice of the 1
degree cut is thus found to be a good trade-o↵ between
robustness and constraining power.

Fixing the ROI to the 20 ⇥ 20 degrees square with
the latitude cut at 1 degrees, we repeat the null hypoth-
esis test using a di↵use emission model with an injected
level of residual background mismodeling, following the
methodology illustrated above. Also in this case, the full
suite of null hypothesis simulations is analyzed using the
1pPDF. When comparing to the statistical bands shown
in Fig. 7, we find that the expected average of the up-
per limit on the DM normalization is shifted to larger
values. We interpret this as follows. Assuming that
our optimized background model obtained by applying
skyFACT to the real data very likely does contain di↵use
mismodeling, our upper limits end up being weaker than
they could be without such e↵ects. In other terms, in
principle, one could ”hide” a larger DM signal in the data
by a mismodeled background template. Nevertheless, the
real sky results are still found to be compatible with the
null hypothesis. Interestingly, for a couple of simulations,
the 1pPDF results show a double-sided profile for the DM
normalization, thus hinting at a DM detection, which is
never the case when analyzing the real sky. If we were
to see such a two-sided distribution in the real sky, we
would likely be in a situation in which we cannot exclude
the possibility that the evidence is coming from di↵use
mismodeling. Since this does not happen in the real sky,

We selected a region in the sky that yields statistically well-behaved upper limits on 
the dark matter annihilation strength.
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Null hypothesis test with 1p-PDF: 
→ 20 simulated LAT datasets from null hypothesis skyFACT-optimized templates.  
→ Real sky performance within 68% confidence interval.
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In most of the dark matter scenarios , the skyFACT fit recovers DM 
contributions compatible with zero (or in a handful of cases very low normalisations).
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FIG. 3. Constraints to thermal relic DM obtained in this work using Fermi-LAT gamma rays from the GC. The upper limits
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left (right) panel. We show the results obtained when varying the Milky Way DM halo profile among the four benchmarks
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green) and the cored Burkert profile (yellow dot dashed). The thermal relic cross section as estimated in [67] is also indicated
with a thin black line.

FIG. 4. Comparison of the results obtained in this work with complementary multimessenger DM constraints. The left (right)
panel illustrates the upper limits obtained using the GC gamma rays and assuming contracted NFW profile (� = 1.26, solid
blue) and the classical NFW profile (� = 1, dashed magenta) for the bb̄ (⌧+⌧�) channel. These are compared with a the
upper limits obtained with a similar contracted profile, but using the local cosmic ray p̄ fluxes in Calore+22 [72], as well as the
constraints obtained combining multiple gamma ray observations of dwarf galaxies in Abdollahi+25 [73].

WIMP targets, such as minimal Higgsino DM. In this
case, we are less constraining than a previously dedi-
cated Fermi -LAT data analysis, explicitly targeting this
mode [68]. Indeed, we recall that our upper limits are set
by a tiny energy band outside the interesting (and most
sizable) part of the Higgsino spectrum. Analogously, our
methodology is general enough to be easily re-adaptable
to di↵erent DM spectral shapes or masses, and can there-
fore test broad classes of DM particle models.

Our work remains confined to testing the “standard”
spherically symmetric DM profile and their possible de-
generacies with the stellar bulge. However, our method-
ology can be adapted to include non-spherical DM pro-
file and to re-assess the evidence of DM in the presence
of significant asymmetries in its morphology, as recently

suggested [25].
Finally, it is a fact that one additional limitation of

this framework is the narrow energy range of the analy-
sis. We recall that the choice of the ⇠ 2 – 5 GeV energy
bin has been dictated by our e↵orts to provide conser-
vative results. Nonetheless, extension to higher energies
is technically possible [18], but it does require further
simulations of the reconstruction of DM signals at these
energies. Definitely, the most suitable instrument for
constraining DM at masses above 100 GeV will be the
Cherenkov Telescope Array Observatory (CTAO), whose
sensitivity predictions have demonstrated a great poten-
tial for DM searches [78–83]. In the next few years, dur-
ing its early-science phase, CTAO may already probe the
thermal DM landscape for masses beyond 100 GeV [84].
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WIMP targets, such as minimal Higgsino DM. In this
case, we are less constraining than a previously dedi-
cated Fermi -LAT data analysis, explicitly targeting this
mode [68]. Indeed, we recall that our upper limits are set
by a tiny energy band outside the interesting (and most
sizable) part of the Higgsino spectrum. Analogously, our
methodology is general enough to be easily re-adaptable
to di↵erent DM spectral shapes or masses, and can there-
fore test broad classes of DM particle models.

Our work remains confined to testing the “standard”
spherically symmetric DM profile and their possible de-
generacies with the stellar bulge. However, our method-
ology can be adapted to include non-spherical DM pro-
file and to re-assess the evidence of DM in the presence
of significant asymmetries in its morphology, as recently

suggested [25].
Finally, it is a fact that one additional limitation of

this framework is the narrow energy range of the analy-
sis. We recall that the choice of the ⇠ 2 – 5 GeV energy
bin has been dictated by our e↵orts to provide conser-
vative results. Nonetheless, extension to higher energies
is technically possible [18], but it does require further
simulations of the reconstruction of DM signals at these
energies. Definitely, the most suitable instrument for
constraining DM at masses above 100 GeV will be the
Cherenkov Telescope Array Observatory (CTAO), whose
sensitivity predictions have demonstrated a great poten-
tial for DM searches [78–83]. In the next few years, dur-
ing its early-science phase, CTAO may already probe the
thermal DM landscape for masses beyond 100 GeV [84].

→ Depending on the dark matter profile in the Milky Way’s centre, our constraints can  
     exclude thermal dark matter of up to a mass of 300 GeV for the hadronic channel (80 GeV for 
     leptonic channels).

contracted NFW

NFW

(upper limits leveraging photon energies from ~ 2 to 6 GeV)
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WIMP targets, such as minimal Higgsino DM. In this
case, we are less constraining than a previously dedi-
cated Fermi -LAT data analysis, explicitly targeting this
mode [68]. Indeed, we recall that our upper limits are set
by a tiny energy band outside the interesting (and most
sizable) part of the Higgsino spectrum. Analogously, our
methodology is general enough to be easily re-adaptable
to di↵erent DM spectral shapes or masses, and can there-
fore test broad classes of DM particle models.

Our work remains confined to testing the “standard”
spherically symmetric DM profile and their possible de-
generacies with the stellar bulge. However, our method-
ology can be adapted to include non-spherical DM pro-
file and to re-assess the evidence of DM in the presence
of significant asymmetries in its morphology, as recently

suggested [25].
Finally, it is a fact that one additional limitation of

this framework is the narrow energy range of the analy-
sis. We recall that the choice of the ⇠ 2 – 5 GeV energy
bin has been dictated by our e↵orts to provide conser-
vative results. Nonetheless, extension to higher energies
is technically possible [18], but it does require further
simulations of the reconstruction of DM signals at these
energies. Definitely, the most suitable instrument for
constraining DM at masses above 100 GeV will be the
Cherenkov Telescope Array Observatory (CTAO), whose
sensitivity predictions have demonstrated a great poten-
tial for DM searches [78–83]. In the next few years, dur-
ing its early-science phase, CTAO may already probe the
thermal DM landscape for masses beyond 100 GeV [84].

• We employed the combination of adaptive-template fitting and one-point photon-
count statistics to constrain dark matter annihilation in the Galactic centre. 

• We optimise all diffuse background components in presence of a GCE represented by 
a stellar and dark matter component for each dark matter scenario individually. 

• We find no significant dark matter signal that could explain the GCE. 

• We perform injection and recovery checks of skyFACT and the 1p-PDF method on 
simulated data (for details ask me after the talk!).

A peaked dark matter density in the 
Milky Way’s centre leads to very 
stringent constraints on thermal dark 
matter of masses below 300 GeV 
(hadronic channels).
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WIMP targets, such as minimal Higgsino DM. In this
case, we are less constraining than a previously dedi-
cated Fermi -LAT data analysis, explicitly targeting this
mode [68]. Indeed, we recall that our upper limits are set
by a tiny energy band outside the interesting (and most
sizable) part of the Higgsino spectrum. Analogously, our
methodology is general enough to be easily re-adaptable
to di↵erent DM spectral shapes or masses, and can there-
fore test broad classes of DM particle models.

Our work remains confined to testing the “standard”
spherically symmetric DM profile and their possible de-
generacies with the stellar bulge. However, our method-
ology can be adapted to include non-spherical DM pro-
file and to re-assess the evidence of DM in the presence
of significant asymmetries in its morphology, as recently

suggested [25].
Finally, it is a fact that one additional limitation of

this framework is the narrow energy range of the analy-
sis. We recall that the choice of the ⇠ 2 – 5 GeV energy
bin has been dictated by our e↵orts to provide conser-
vative results. Nonetheless, extension to higher energies
is technically possible [18], but it does require further
simulations of the reconstruction of DM signals at these
energies. Definitely, the most suitable instrument for
constraining DM at masses above 100 GeV will be the
Cherenkov Telescope Array Observatory (CTAO), whose
sensitivity predictions have demonstrated a great poten-
tial for DM searches [78–83]. In the next few years, dur-
ing its early-science phase, CTAO may already probe the
thermal DM landscape for masses beyond 100 GeV [84].

mailto:eckner@lapth.cnrs.fr


Christopher Eckner, ceckner@ung.si 18TeVPA 2025 | 6th November 2025

Summary and Conclusions
• We employed the combination of adaptive-template fitting and one-point photon-

count statistics to constrain dark matter annihilation in the Galactic centre. 

• We optimise all diffuse background components in presence of a GCE represented by 
a stellar and dark matter component for each dark matter scenario individually. 

• We find no significant dark matter signal that could explain the GCE. 

• We perform injection and recovery checks of skyFACT and the 1p-PDF method on 
simulated data (for details ask me after the talk!).

A peaked dark matter density in the 
Milky Way’s centre leads to very 
stringent constraints on thermal dark 
matter of masses below 300 GeV 
(hadronic channels).

Thank you for listening!
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WIMP targets, such as minimal Higgsino DM. In this
case, we are less constraining than a previously dedi-
cated Fermi -LAT data analysis, explicitly targeting this
mode [68]. Indeed, we recall that our upper limits are set
by a tiny energy band outside the interesting (and most
sizable) part of the Higgsino spectrum. Analogously, our
methodology is general enough to be easily re-adaptable
to di↵erent DM spectral shapes or masses, and can there-
fore test broad classes of DM particle models.

Our work remains confined to testing the “standard”
spherically symmetric DM profile and their possible de-
generacies with the stellar bulge. However, our method-
ology can be adapted to include non-spherical DM pro-
file and to re-assess the evidence of DM in the presence
of significant asymmetries in its morphology, as recently

suggested [25].
Finally, it is a fact that one additional limitation of

this framework is the narrow energy range of the analy-
sis. We recall that the choice of the ⇠ 2 – 5 GeV energy
bin has been dictated by our e↵orts to provide conser-
vative results. Nonetheless, extension to higher energies
is technically possible [18], but it does require further
simulations of the reconstruction of DM signals at these
energies. Definitely, the most suitable instrument for
constraining DM at masses above 100 GeV will be the
Cherenkov Telescope Array Observatory (CTAO), whose
sensitivity predictions have demonstrated a great poten-
tial for DM searches [78–83]. In the next few years, dur-
ing its early-science phase, CTAO may already probe the
thermal DM landscape for masses beyond 100 GeV [84].
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WIMP targets, such as minimal Higgsino DM. In this
case, we are less constraining than a previously dedi-
cated Fermi -LAT data analysis, explicitly targeting this
mode [68]. Indeed, we recall that our upper limits are set
by a tiny energy band outside the interesting (and most
sizable) part of the Higgsino spectrum. Analogously, our
methodology is general enough to be easily re-adaptable
to di↵erent DM spectral shapes or masses, and can there-
fore test broad classes of DM particle models.

Our work remains confined to testing the “standard”
spherically symmetric DM profile and their possible de-
generacies with the stellar bulge. However, our method-
ology can be adapted to include non-spherical DM pro-
file and to re-assess the evidence of DM in the presence
of significant asymmetries in its morphology, as recently

suggested [25].
Finally, it is a fact that one additional limitation of

this framework is the narrow energy range of the analy-
sis. We recall that the choice of the ⇠ 2 – 5 GeV energy
bin has been dictated by our e↵orts to provide conser-
vative results. Nonetheless, extension to higher energies
is technically possible [18], but it does require further
simulations of the reconstruction of DM signals at these
energies. Definitely, the most suitable instrument for
constraining DM at masses above 100 GeV will be the
Cherenkov Telescope Array Observatory (CTAO), whose
sensitivity predictions have demonstrated a great poten-
tial for DM searches [78–83]. In the next few years, dur-
ing its early-science phase, CTAO may already probe the
thermal DM landscape for masses beyond 100 GeV [84].
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FIG. 5. Performance of skyFACT on simulated data: residual

background mismodeling. We illustrate the spectral residuals
per energy bin shown as red data points. These residuals were
derived for a single realization of the GCE scenario featuring
100% stellar bulge and 0% DM emission. The displayed resid-
uals are defined as (data - model)/

p
data. The thick red line

marks the residual obtained for the integrated energy range
we consider in the 1pPDF analysis. The gray band denotes the
energy range considered in the 1pPDF analysis part.

same energy range. Hence, a value of 1 indicates perfect
reconstruction. In addition, we show the reconstructed
flux of DM and stellar bulge component relative to the
injected GCE flux �GCE. Per scenario, this value should
correspond to the initial definition to achieve perfect re-
covery.

Across the board, the di↵use and 4FGL sources are
reconstructed identically, almost reaching 1 with negligi-
ble scatter. In fact, the 4FGL sources are reconstructed
with a slightly larger flux than this component should ex-
hibit. This observation can be naturally explained with
the treatment of extended 4FGL sources within skyFACT.
They are rather treated as a localized di↵use component
with full spatial modulation freedom, so that it is very
likely for them to absorb a part of the injected di↵use
emission in the region where they are defined. We stress
that the subsequent 1pPDF runs take the skyFACT fit dif-
fuse background plus extended sources as input. Overall,
these two components are thus reliably and robustly re-
covered by the fit. The total GCE flux is reconstructed
around 1 at the 1� level except for the scenario com-
prised of only DM, where we find more GCE emission
than injected. Specifically:

• Across the three injection scenarios with < 100%
DM, the total GCE flux is consistently recon-
structed at the 1� level. For the pure bulge case
(100% stellar bulge, 0% DM), the injected emission
is fully recovered, with the stellar component dom-
inating and any spurious DM contribution remain-
ing below 10%. When a small DM fraction is in-
jected (90% bulge, 10% DM), both components are

FIG. 6. skyFACT GCE emission injection and recovery test

results. Reconstructed flux �recon. per injection scenario rela-
tive to the injected flux �inj. for three main components: dif-
fuse background (Galactic di↵use emission + DRGB; green),
4FGL catalog sources (black) and the GCE (red). In addi-
tion, we display the reconstructed flux of a DM (blue) and
stellar bulge (pink) component relative to the injected total
GCE flux �GCE. The flux values are integrated from 1.6 to
5.9 GeV. The quoted uncertainties were derived using eleven
Poisson realizations of the underlying injection scenario.

correctly reconstructed within uncertainties, and
the DM normalization is always detected at non-
zero values, although the signal strength is close
to the sensitivity limit of skyFACT. In the mixed
case (50% bulge, 50% DM), both contributions are
again accurately recovered. These results indicate
that skyFACT is capable of detecting a DM contri-
bution down to the level of a few times below the
thermal cross section, and could reliably recover a
thermal-level signal in this mass range.

• 0% stellar bulge, 100% DM: We recover more GCE
emission than injected around the 3� level. A frac-
tion of the emission comes from the Galactic di↵use
emission and 4FGL sources, which lifts the not-
injected stellar bulge component to a non-zero con-
tribution in all realizations, averaging to about 25%
of �GCE. The DM component is recovered with
about 90% of its injected value on average. While
the fluxes displayed in this plot are integrated from
1.6 to 5.9 GeV, inspecting the full recovered spec-
tra reveals that the stellar bulge becomes relevant
beyond 2 GeV, while it is suppressed below. The
stellar bulge likely compensates for the deliberate
spectral mismodeling of the Fermi Bubbles in the
synthetic data. A fact that would also explain the
slightly reduced recovered flux of the di↵use com-
ponent. It appears that the known degeneracy be-
tween the GCE and the low-latitude part of the
Fermi Bubbles becomes a crucial factor in this sce-

Validation tests of skyFACT
Given that our null hypothesis is true: What level of residual mismodelling can we 
expect in the optimised diffuse templates? 
→ Prepare simulated data with composition reflecting the null hypothesis! 
     (some caveats and details: ask me later)
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In our 1p-PDF analysis range, the residuals show an average residual level of 2 .σ
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