% GENERALITAT

VALENCIANA
\\§ Conselleria de Educacion,

VNIVERSITAT Wl
C S l C ID‘@VALENC]R Universidades y Empleo

Summary of 2023 Activities

Ciemat
i Centro de Investigaciones
A"I AGENCIA Energéticas, Medioambientales

LENCIANA DE L 2,
Yr?ng\h/l:hg Ao y Tecnologicas Ab

IFIC - Uniy,

AITANA
‘



ine

Introduction

 Block diagram of a LLRF system
* Block Description + Updates
 Engineering tasks performed

e Conclusions
Next Steps




Introduction

The main work that We have been doing in the last year
has been:

Continue developing and updating a LLRF Control &
Acquisition system based on uTCA, for testing of
High-Gradient Acceleration Cavities.

This main work was divided into:

1) the acquisition, assembly and commissioning of several
electronic modules to expand the current system

2)and also, the development of several Software and
Hardware engineering tasks to control the system.



Block diagram of a LLRF system
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Block diagram of a LLRF system
Since last year, We have been working to upgrade
our current system:
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Block diagram of a LLRF system
Some pictures of our initial hardware deployment
(still in progress), located in the RF Lab at IFIC.
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Block diagram of a LLRF system
Desired target configuration:
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Block Description:
Signal generation (Synthesizer, DownMixer)
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Block Description:
Signal generation (Synthesizer Updates)

 The Synthesizer developed and updated allow us:

to generate all the high-frequency signals for a correct system
operation, using for it an Ultra Low Jitter oscillator with some
programmable Phase-Locked Loop hardware (PLL).

The most important feature is the low noise generated in the main
clock signal.

Every internal registers are configurable, to achieve the desired
frequencies mentioned above, with the new software updates.




Block Description:
Signal generation (Synthesizer Updates)
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Block Description:
Signal generation (DownMixer Updates)

« With the DownMixer built:

- We can mix, amplify and filter RF input signals to setup
the system (Up to 8 channels).
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Block Description:
Signal generation (DownMixer Updates)

- Now We are in construction of 2 new DownMixer
equipments.

- These will allow us to support for 16 new input
channels (RF Signals).

Assembly sample:
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Block Description:
Signal generation (DownMixer Updates)

* All these components will be included in a new DownMixer
crates: s B p—
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Block Description:
Signal generation (Signal conditioning Upgrade)

 We have also integrated a new block for conditioning
external signals (Power Level Shifters):
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Block Description:
UTCA system
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Block Description:
UTCA system
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uTCA means:

(Micro Telecommunications
Computing Architecture).

It is @ modular system,
composed by hardware
cards (AMC) connected to a
backplane to share data
and signals.

Each card has a specific
functionality.
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Block Description:
UTCA system. (Updated AMC cards)

« We have added and configured to our uTCA system:

- 3 new AMC cards (with RF Signal capture + Analog to Digital converters
+ FPGA for signal processing).

- 3 new RTM boards (for RF pulse generation).

This set allow us to have 26 more input channels (RF Signals).
2 new Vector Modulators for more pulse generation.

- 1 Zynq UltraScale+ FMC Carrier AMC
For critical supervisory tasks of the system (Interlock, Triggers, 1/0...)




Engineering tasks
Development of IP Cores for FPGAs

For an optimal LLRF system response, it has been
necessary to develop hardware components (IP Cores)
that allow us to control various important functionalities.

 They have been developed for the FMC Carrier AMC
designed system (into FPGA), with Verilog HDL language.

 Some critical hardware RT components are:
n Trigger ﬁ

- Configurable Trigger generators

0
J
L Trigger (Pre-Production) J



Engineering tasks
Development of IP Cores for FPGAs

- Monitor and control of the configurable Interlocks system.

Interlock O
r ' - - |
4+ S AXI

m input_interlocks[15:0]

gate_interlocks[1:0] pm

- 5 axl aclk

« 5 _axl_aresetn

r
L Interlock v1.2 (Pre-Production) J

- Special Latches and Interrupts: Fundamental elements to
detect fast input values (digital signals).




Engineering tasks
Implementation of Real Time OS

« We have also implemented a Linux-based RTOS, to run critical control tasks
from FPGA and MPSOC processing units.

 We have used PetaLinux toolchain for this implementation which has allowed
us to:

— Customize a Kernel and system Drivers.
— Critical task planner.

- Interrupt manager.

- Peripheral memory access.

- Install python interpreter.

- Create Tango DeviceServers.
Communications over Ethernet.

And more...




Engineering tasks
Implementation of Real Time OS

« Some Screenshoots: Base System configuration

misc/config System Configuration
Arrow keys navigate the menu. <Enter> selects submenus ---> (or empty submenus ----). Highlighted
letters are hotkeys. Pressing <Y> includes, <N> excludes, <M= modularizes features. Press <Esc><Esc>
to exit, <?> for Help, </> for Search. Legend: [*] built-in [ ] excluded <M> module < > module
capable

-*¥- MICROBLAZE Configuration
Auto Config Settings ---»

-¥- Subsystem AUTO Hardware Settings ---»
DTG Settings ---»
u-boot Configuration ---»
Image Packaging Configuration ---»
Firmware Version Configuration ---»
Yocto Settings ---»

<Exit> <Help> <Save> <Lload>




Engineering tasks
Implementation of Real Time OS

« Some Screenshoots: Drivers configuration

Limp/microblaze 5.4.0 Kernel Confiouration
submenus ——-J. Highlighted letters are hotkeys. Pressing <Y» includes, <M excludes, <M modularizes features.
le < » module capable

P T 0 P T 0 g . P T P P . P P T P P P T P P P T
*#k Compiler: microblazeel-xilinx-linux—gcc (GCC) 9,2,0 ek

General setup ——>

Endianness selection (Little endian) —»

SHP support (EXPERIMENTAL)

Flatform options ---*

[

)

Procezszor type and features -———*

Kernel featurez -—-%

Buz Options -—->

Beneral architecture-dependent options -——>

[*] Enable loadable module support -——»
[*] Enable the block layer -——3
I0 Schedulers -—>
Executable file formats —->
Hemory Management options ---3*

[*] Metworking suppaort -—3»

i
File systems --—-*
Security options ---»

-*— [ryptographic APT -—>
Library routines -—-F
Kernel hacking --->




Engineering tasks
Implementation of Real Time OS

« Some Screenshoots: Network configuration (very

important) -

Hetworking options
submenus ————13. Highlighted letters are hotkeys. Pressing <Y> includes. <M> excludes. <Mr modularizes features.
ule < » module capable

SETCETECRECRERCECECEC R R ETRTECE R R ETETE R R TR TR R E R E I E TR R RE R ECRCE R R R R R R R ETE R R R R TE R R
<*> Packet socket
< x FPacket: sockets monitoring interface
<*> Uhix domain sockets
< x IMI¥: socket monitoring interface
< > Transport Layer Security support
< » Transformation user configuration interface
< » PF_KEY sockets
[g1 TCPAIP networking
IFP: multicasting
IF: adwanced router
IF: kernel lewvsl autoconfiguration
IP: tunneling
IF;: GRE demultiplexer
IF: TCP suncookie support
Wirtual (=secure) IF: tunneling
IF: Foo [IFP protocols) owver UDFP
IF: AH transformation
IF: ESP transformation
IF: IPComp transformation
IMET: socket monitoring interface
UDF: =zocket monitoring interface
FAL: socket monitoring interface
IMET: allow priwileged process to administratively close sockets
TCP: adwanced congestion control ———
TCP: MDS Signature Option support (RFC2385)
The IFvE protocol ———
Security Marking
Timesztamping in PHY dewices
Metwork packet Filtering framework (Metfilter) ————
F based packet Tiltering framework (BPFILTER) ———
ICCP Protocol ——-
SCTP Protocol ————
Reliable Datagram Sockets Protocol
The TIPC Protocol ———
fsynchronous Transfer Mode (ATH)
Layer Two Tunneling Protocol (L2TPY ———
a80Z2,.1d Ethernet Bridging
IGHPAMLD =rooping
Distributed Switch Architecture ———
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Engineering tasks
Implementation of Control Software User Interface

« Apart of this, We have implemented a high-level application on the AMC
CPU (running Debian Linux) programmed with C++ (using thread
methodology and custom classes)

« Although it is under development, it allows us to:

- Full system access and control (such as Root user).
- Hardware access and configuration (with specific Drivers).
- QT Graphical User Interface (GUI) to interact.

- Generation of custom signals and triggers (communicating with the
developed IP cores).

Management of Interlocks.
Logger




Engineering tasks
Implementation of control Software User Interface

 Screenshoot: VM Tab to set pulse format

Informacién | ADC | PLL(RTM) | Vector Modulador | Interlocks | Triggers | Sintetizador

[] Editar

T. Rise (ns):
T. On (ns}):

T. Fall (ns):

T. Total {ns):

J |




Engineering tasks
Implementation of control Software User Interface

Capture of the generated pulse and trigger




Engineering tasks

Implementation of control Software User Interface

« Screenshoot: Interlock Tab to manage interlock signals

Informacion

PLL{(RTM)

Vector Modulador

Enable
HARDWARE

MLVDS0

MLVDS1

MLVDS2

MLVDS3

Enabled
Enabled
Enabled
Enabled

[] Enabled
["] Enabled
["] Enabled
["] Enabled

Polaridad

High Level
[] High Level
[] High Level
High Level

[] High Level
[] High Level
[] High Level

[] High Level

Interlocks | Triggers

Sintetizador

Prioritaria

[] Pricritaria
[] Pricritaria
[] Pricritaria

Prioritaria

[] Pricritaria
[] Pricritaria
[] Prioritaria

[ prioritaria

Activar

[Jon
[Jon
[Jon
[Jon

Guardar Config



Engineering tasks
Implementation of control Software User Interface

 Screenshoot: Triggers Tab to generate triggers

Interlocks Triggers Sintetizador

Dutty Peirodo Reg4d N. Triggers.
|#) [12s0  |3) [312500 |3 [0 2] [150 B

[ Aplicar Configuracion l

Triggerl

[ Aplicar Configuracion l




Engineering tasks
Implementation of TANGO platform

__— Archiving
. . L
Core Libraries - —_ /,/ PyTangoArchiving
Python API ™~ S HDB++
Java API ™ /
\ /
C++ AP . Gu
. -
Canone
Core Servers - I A N G OTango
Tango Access Control (TAC) ’ - Taurus
Starter device server ATK
mTangoREST server // \ Log viewer
i
Database Server & . Waltz
/
Bindings — Tools ~— Frontend
Labview Jive Alarm system
Igor PRO Pogo Comete java client
Matlab and Octave Astor jddd
REST API ATKPanel mtango
Panorama jdraw Panic alarm system
C language Sardana
Tango Web
E-Giaa




Engineering tasks
Implementation of TANGO platform

 Tango is an distributed control system framework to build
software for large control systems.

 Defines a communication protocol, an Application
Programmers Interface (APl) and provides a set of tools

and libraries.
 Tango is an Open Source solution for SCADA systems.

It Is build around concept of devices and device classes.




Engineering tasks
Implementation of TANGO platform

After several tests...

 We have installed, configured and launched the TANGO platform on our
server in LLRF system.

e We have learned how to use its set of tools and libraries.

 And We have implemented the necessary devices and device classes to
access sensors of the system.

« We can monitor events and alarms.

Programmed classes in Python.




Engineering tasks
Implementation of TANGO platform

File Edit Tools Filter

<« | | » ‘ | - | Server:/GroveTemp/gtserver/GroveTemp/pyng/itemp/gtl - lI' Q
Server | Device | Class | Alias | Att. Alias | Property | Device Info
o- % DataBaseds | Pevice Info
¢ % GroveTemp :
¢ % gtserver ol bevice: pyngstempsgtl
¢ &5l GroveTemp ‘| Itype_1d: IDL:Tango/Device_5:1.0
o & pyng/ftempigtl i iiop_version: 1.2
o @ pyng/tempigt2 | host: 162,168,123, 180 {192.168.123.180)
o & pyng/temp/gta : alternate addr.: 192.163.2.99
o % TangofccessControl A port: 48887
o~ % TangoRestServer :|| [Server: GroveTemp/gtserver
¢ % TangoTest | [server PID; 25060
¢ & tact | [Exported: false
¢ &5 TangoTest J|Nast_exported:  28th September 2023 at 13:01:43

o 8 sys/tq_test/l last_unexported: 28th September 2023 at 13:50:01

o & sysitg_testi2 :
Polling Status

“||pesc -» pynnstempsgtl Mot Exported !

‘| |Reason -= Tangohpi_DEVICE MOT_EXPORTED

“/jorigin -= Connection{pyng/temp/gtl)

i/ besc -= Cannot import pyngstemp/gtl

:|||Reason -= TangoApl CANMOT IMPORT DEWICE

“llorigin -= Connection.build_connection{pyng/temp/gtl}

Refresh




Conclusions (2023)

« We have extended the first functional hardware version of
our LLRF system.

 We have improved our knowledge of the uTCA open
standard, and LLRF systems.

 We are close to finish an operational version (hardware +
firmware + software) of the system, to be tested at CERN.




Next Steps (2024)
To Do

 We have some tasks to do in the coming months.
We will:

- expand our software control application,

- develop graphical user interfaces to monitor and control the
TANGO platform (with PyTango or Qtango frameworks),

- program the rest of main software tasks over a real-time
operative system,

signal calibration,
multiple capture and data synchronization,




Next Steps (2024)
To Do

- optimize existing firmware and devices,

- develop new hardware or software to control the
external equipament of an LLRF system.

- Finally, write a paper about the conclusions of the
above content.







