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KamNet is the deep learning modélused for suppressing backgrounds in the

Accepted _ |
KamLANEZen 800 experiment. The network consists of a feature extractor and a neural

=0T, Xel36 Signal network classifier. The feature extractor learns key distinguishing features of the dataset,
KamLANEXen 800 is a liquid spatiatltemporal patterns it finds useful in separating backgrounds from signals. The
scintillator calorimeter detector 2500 neural network classifier uses combinations of these features to assign each detector
searching foNeutrinoless event aKkamNet score which represents how "sigA#e" or '‘backgroundlike" it
DoubleBeta Decayn Xenonrl136 £ 20007 believes the event is.
nuclelll. ANeutrinolessDouble Beta 2

Decay discovery would be an example
of Lepton Number Violation (LNV), and
shine light on the fundamental
properties of neutrinos. The
experimentis located irnthe Kamioka
mine 1,000m underground in Japan's
Gifu prefecture.
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KamNets trained on simulated Mont€arlo events of SM XE6 doublebeta decay
(Signal) and B114 electrongamma decays (Background)2B# is chosen as it is easily
Isolated in real experimental data through tagging coincidence with an alpha particle.

Rejected by KamNet
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KamNetperformance shows excellent Dati®lC agreemenbetween simulated and
experimentally isolated E214 events.
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hher NN RN KamNet Output Score
\\ Balldon | ez’ Cosmic ray induced lonlived
4 A\ spallation backgroundsl®l are the
g N\ Ouiter Ballobi7 dominant background concern for KLZ
N 800. Cosmic ray muons can break Parameterizing KamNet Performance on Spallation Backgrounds
Water apart heavy nuclei intbghter

»
.
<
<

[

1,879 PMTs

A=, \/ \/ 7/ = ) o/ 7 7 7

elements. Some of these lighter nuclel
are radioactive and emelectronsand
gammaraysat similar energy tour
neutrinolessdouble-beta decay

signal Most of these incidents can get
removed by a triple coincidence cut.

However, some of these nuclel have
half-lives of days and weelks In
thesecases, we must recognize and
reject these events solely off the final
decayproducts (electrons and
gammas).

Machine learning techniques have
proven effective at this task. In this
work, we discuss our understanding of
how exactly our machine learning
modeldistinguishes simulated signals
and backgrounds.

To evaluate KamNet's performance, we trained 100 instances of Kamnet on rasathophings of simulated detector events. The re@t
efficiency of each "bootstrapped” model was evaluated on each-leg spallation isotope. Rejection efficiency Iis definethadraction of
background events rejected when accepting 90% of the Signal events. Each isotope can be thought of as a sjpasfidagc&mNetas a
backgrounadiscriminator.

Muon Spallation

We then observed trends In isotope rejection efficiency with respect to tjesmmacascades following beta decayve attempt to find a
decay property or set of properties that correlates to how wemNetcan reject that background. Shown here are plots showing the
relationships between each isotope's averagenNetrejection efficiency and certain decay quantities. These guantities include;thelear
decay Qvalue, their total gamma intensity (average number of photons), and their weighted gamma energy (average photon enéfgy)
note that weighted gamma energy is a particularly good indicator of how well an isotope background can be rejectedo Emathat
KamNetperforms best at rejecting events witimore higherenergy gammasthus separating them from the electramly doublebeta decay

(spectra in equilibrium)
Very Preliminary

signals.
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Conclusion

We evaluted the efficacy of our dedgarning background rejecting model on different leingpd

spallation isotopes that affect KI800's doublebeta decay measurement. In the spirit of network
Interpretability, we are concerned not only with how well KamNet benefits the final measurement, but also
what KamNet can tell us about what background sources are easier or harder to reject. Specifically, we
observe that KamNet, a spheriganvolutionalLSTM network, excels at separating electgamma

sources that have many moderakegh energy gammas.

Further Study

Future studies will involve the simulation of a more deliberate Me@#glo dataset. By generating our own
distributions of gamma numbers and energies, we will investigate KamNet's performance on efzntrora
events in a more systematic way.
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Through this more systematic investigation, not only will we better understand what backgrounds KamNet is
well or ilksuited toward, but we may also find a training dataset that further optimikzsNet'doackground
rejecting performance.
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