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Outline 
•  Introduc?on to Atlas and IFIC Spanish Tier2 
•  Evolu.on of the Atlas data and compu?ng 
model 
– Fla$ening the model to a Mesh 
– Availability and Connec7vity 
–  Job Distribu7on 
– Dataset replica7on  
–  IFIC infrastructure and opera7ons 

•  Example of Grid and Physics Analysis 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ATLAS CENTERS 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hXp://dashb‐earth.cern.ch/dashboard/dashb‐earth‐atlas.kmz 

IFIC TIER‐2 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ATLAS Produc?on on the Grid 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ATLAS Data Distribu?on and 
Data Handling 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SPANISH CONTRIBUTION TO ATLAS 2011 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Spanish ATLAS Tier2 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as of February 2012 
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IFIC Compu?ng Infrastructure 
Resources 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EGI 

CSIC resources (not experiment resources): 
25% IFIC users 
25% CSIC 
25% European Grid 
25% Iberian Grid 

To migrate Scientific application to the GRID 

ATLAS 
as of April 2012 

‐  SAS disks 
‐  2 TB/disk  
‐  10 Gbe 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IFIC Compu?ng Infrastructure 
Resources 
(May 2012) 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With the GRID‐CSIC project we are adding 
complementary resources up to: 

12 KHEP‐SPEC06 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IFIC Storage resources and Network 
•  SUN thumpers: 

–  X4500 + X4540 
–  Lustre v1.8 

•  New Supermicro servers: 
–  SAS disks, capacity 2 TB per disk and 10 Gbe 

connec?vity 

•  Srmv2 (STORM) 

•  3 x gridhp servers   

•  Data Network based on gigabyte ethernet.  

•  10GBe network 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Storage tokens 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JUNE 2012 

LOCAL is for T3 local users, out of T2 Pledges. Numbers 
reflect actual usable space for Filesystem.  
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IFIC Summary of year 2011 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•  3,579,606 Jobs 
•  6,038,754 CPU 
consump?on hours 

•  13,776,655 KSi2K 
(CPU ?me 
normalised) 

•  Suppor?ng 22 Virtual 
Organiza?ons (VOs) 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Prevision 2013 
For Spanish Tier2 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•   For IFIC (50%): 
– We already fulfil the CPU requirements: 

•  2 WN (275 HS06) 

–  Increasing Disk: 
•  150 TB => 3 SuperMicro  x 57.6 (2 TB disks) 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ATLAS 
Cloud 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ATLAS Compu?ng & Distributed Model 

•  Original model was a working star?ng point but 
Tier‐2 ac?vity was strongly linked to the associated 
Tier‐1 reliability. 
–  Some Tier‐1s did not have associated Tier‐2s: 

•  Few tasks to process even with big storage to host a significant 
frac?on of tasks 

–  Tier‐2 had compu?ng resources to do reprocessing but was 
limited due to required direct access to the Tier‐1 
database. 

–  If the LFC at Tier‐1 and the Tier‐1 was in down?me there 
would not be ac?vity in its associated Tier‐2s. 

–  If Tier‐1 Storage service was in down?me, the produc?on 
and data distribu?on to/from the Tier‐2s was stopped.  

15 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ATLAS Compu?ng & Distributed Model 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As a consequence, some of the 
sites were not used at full 
capacity, especially Tier-2s!!!!!! 
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ATLAS Compu?ng & Distributed Model 

•  Opera?onal improvements were taken by ATLAS  
–  based on exis?ng network provides good connec?vity to many 
Tier‐1s and/or Tier‐2s. 

•  To make direct transfers from Tier‐2s to Tier‐1s of different clouds. 
–  Even transfers with other Tie‐2s globally  

–  Evolu?ons came with CVMFS & Fron?er/Squid 
•  CVMFS is a network file system based on HTTP 

–  ATLAS sohware releases and the smaller file‐based database are now installed 
on the server at CERN. 

–  there is no more need to install them at the site.  
–  This has removed the workload in sohware installa?on and the boXlenecks 
with the shared file systems.  

•  Fron?er/Squid is an hXp‐based system to access database 
–  with caching, avoiding a high load on the database and latency in accessing the database 

from remote sites.  
–  Introduc?on of the system has removed limits with the database access, allowing the 

jobs running at Tier‐2 sites accessing the database at Tier‐1 sites. 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From Tiered to a Mesh model 

18 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Connec?vity 
•  Network is a key component in the 
evolu?on of the Atlas model 

•  Transfers among sites measured by 
Atlas through FTS log : 
– Matrix of NxN components 
–   < 1 MB or > 1 GB files to split transfer 
and ini?aliza?on components 

–  the limit is set to an overall transfer 
performance of at least 5MB/s to at least 
80% of Tier1s in ATLAS, for very large files 
(>1GB).  

•  IFIC is qualified as T2 well connected 
to T1s and was included as  

    mul?cloud site‐> Direct transfers 
from/to all ATLAS T1s and process 
data from many T1s 

19 

Transfer 
monitoring 

Affects IFIC 
transfers 
changed to 

several sources 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Connec?vity 
T2D performance from Tier1s to IFIC  

20 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Connec?vity 
T2D performance from IFIC to Tier‐1s  

21 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Connec?vity: Mul?‐cloud site & 
Produc?on 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Spanish Contribu?on 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Availability 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http://dashb-atlas-ssb.cern.ch/dashboard/request.py/siteviewhistorywithstatistics?columnid=564&view=shifter%20view 

IFIC LAST MONTH 

Hammercloud: for ATLAS 
•  Sites are tested with 'typical' analysis jobs 
•  Problematic sites are identified online and 
automatically blacklisted 
•  Protect user jobs from problematic sites 
• Last month IFIC had > 90% availability 
according to HC (ALPHA SITE) 

EGI has own different availability tools: 
• Based on ops VO 
• Can have different results 

 T1 LFC catalog  
Movement to T0 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ES Availability 2012 

24 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Job Distribu?on at ES Tier‐2 
•  Tier 2 usage in data processing 

–  More job slots used at Tier2s than at Tier1 
•  Large part of MC produc?on and analysis done at 

Tier2s 

•  More Analysis jobs and “group produc?on” at 
Tier‐2s 
–  less weight at Tier‐1s 

•  Produc?on shares to limit “group produc?on” 
jobs at Tier‐1, and run at Tier‐2s 

•   Analysis share reduced at Tier‐1s 

25 

More Analysis 
jobs at IFIC TIER 2 

YEAR 

Number of jobs running at Tier0 plus all Tier1s (left) and at 

all Tier2s (right) from October 2010 to March 2012. 
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Job Distribu?on at ATLAS Tier‐2s 

26 

Increase of analysis ac?vi?es in Spring 2011 is due to 
the prepara?on for summer conferences.  

Amount of analysis jobs 
spliXed among different 
Tier types since January 

2011  

All ac?vi?es 
restricted to Tier‐2s 
from October 2010 

to May 2012.  

Therefore, a large part of the 
analysis and the MC produc.on 
is done at Tier‐2s. 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Data Distribu?on:  
Replica?on of datasets 

27 

•  New data distribu?on policy and the new dynamic 
data placement algorithm were deployed in Sep11. 
–  Significantly changed the data volume transferred to 
Tier‐2s. 

•  Using the new Dynamic Data Placement algorithm 
data distributed to: 
–  Tier‐1s for redundancy 
–  Tier‐2s for analysis 

•  Dynamic Data placement  
of data replicas at Tier‐2s based  
on usage as well as on demand. 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Replica?on of datasets in 
ES‐Cloud  

28 

•  ES‐Cloud Tier 2 sites 
gesng more datasets 

•  Bit more that Tier‐1 PIC 

IFIC is alpha T2D site 
( good connec.vity and 

availability) ‐> 
candidate for more 
datasets replica?on 

Data transfer volume in the ES-Cloud sites  
from January to March 2011 (left) and 2012 (right) 
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Replica?on of datasets in 
ATLAS  

29 

Tier-2s now get more datasets than Tier-1s because the 
disk size in Tier-2s has increased significantly while Tier-1 
total size was not increasing as much  
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IFIC Lustre Filesystems and Pools 
•  With the Lustre release 1.8.1, we have added pool capabili?es to the installa?on. 
•  Allows us to par??on the HW inside a given Filesystem 

–  BeXer data management 

–  Can separate heterogeneous disks in the future 

CVMFS FOR ATLAS 

4 Filesystems with various pools: 
/lustre/ific.uv.es Read Only on WNs and UI. 
RW on GridFTP + SRM 

/lustre/ific.uv.es/sw. Software: ReadWrite on 
WNs, UI (ATLAS USES CVMFS) 

/lustre/ific.uv.es/grid/atlas/t3 Space for T3 
users:  ReadWrite on WNs and UI 

xxx.ific.uv.es@tcp:/homefs on /rhome type 
lustre. Shared Home for users and mpi 
applications:  ReadWrite on WNs and UI 

• Different T2 / T3 ATLAS 
pools , and separated 

from other Vos 
• BeXer Management and 

Performance 

30 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Example of Grid & Physics 
Analysis 

31 

 Distributed Compu?ng 
and Data Management 
Tools based on GRID 
technologies have 
been used by the IFIC 
physicists to obtain 
their results 

M. Villaplana 



S. González de la Hoz      IFIC PCI2011 workshop, 27th‐28th June‐2012, Rabat 

Daily user ac?vity in Distributed Analysis 

An example of Distributed Analysis 
–  Input files 

– Work flow: 

32 

Test the analysis locally 
‐ Input files downloaded 
by DQ2 

Submit 1 job to GRID 
‐crea?ng an output file with   
only the interes?ng info 
‐  Input real/simula?on data 
‐ Time: around 20 h 

Submit 2 job to GRID (at Tier3) 
‐ analyzing: par?cles 
reconstruc?on, selec?ons… 
‐ Input: output of job 1 
‐ Time around 2 h 

0  1  2 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Tier3 infrastructure at IFIC 

•  At IFIC the Tier3 resources are being 
split into two parts: 
–  Resources coupled to IFIC Tier2 

•  Grid environment 
•  Use by IFIC‐ATLAS users 
•  Resources are idle, used by the ATLAS 

community 
–  A computer farm to perform 

interac?ve analysis (proof) 
•  outside the grid framework 

•  References:  
–  ATL‐SOFT‐PROC‐2011‐018 
–  ES Cloud CHEP contribu.ons: ATL‐

SOFT‐PROC‐2012‐017, ATL‐SOFT‐
PROC‐2012‐010, ATL‐SOFT‐
PROC‐2012‐006 

33 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Tools for Distributed Analysis 

•  For ATLAS users, GRID tools have been developed: 
–  For Data management 

•  Don Quijote 2 (DQ2) 
–  Data info: name, files, sites, number,… 
–  Download and register files on GRID,.. 

•  Data Transfer Request (DaTri) 
–  Extension of Dq2 including quota management 
–  Users make request a set of data (datasets) to create replicas in other 

sites (under restric?ons) 
•  ATLAS Metadata Interface (AMI) 

–  Data info: events number, availability 
–  For simula?on: genera?on parameter, … 

–  For Grid jobs 
•  PanDa Client 

–  Tools from PanDa team for sending jobs in a easy way for user 
•  Ganga (Gaudi/Athena and Grid alliance) 

–  A job management tool for local, batch system and the grid 

34 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Daily user ac?vity in Distributed Analysis 
1) A python script is created where requirements are defined  

–  Applica?on address, 
–  Input, Output 
–  A replica request to IFIC 
–  Splisng 

2) Script executed with Ganga/Panda 
–  Grid job is sent 

3) Job finished successfully, output files are copied in the IFIC Tier3 
–  Easy access for the user 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Just in two weeks, 6 users for this 
analysis sent: 
•  35728 jobs,  
•  64 sites, 
•  1032 jobs ran in T2‐ES (2.89%), 
• Input: 815 datasets 
• Output: 1270 datasets 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User experience 
•  Users are mostly sa?sfied with infrastructure and 
tools 

•  Func?onality of dataset replica?on is transparent to 
users, but eventually they learn that it is in ac?on: 
–  “a job was finally sent to a des?na?on that did not 
originally had the requested dataset”  

–  “I saw later my original dataset has been copied”  
–  “ I just realized because I used dq2 previously to check 
where the dataset was” 

•  Replica?on is effec?ve for official datasets, not for 
user generated ones:  
–  “We see that is was not replica?ng our homemade data” 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Summary 
•  Evolu?on of Atlas data model was presented, and 
how this affects the IFIC Tier‐2. 
–  Improvement of the Tier‐2 resources usage 

–  Changes in opera?ons and infrastructure 
–  Tier‐2 ac?vi?es are now less dependent  to Tier‐1  
Tier‐2s par?cipate to more cri?cal ac?vi?es in ATLAS. 

–  Compu?ng and data distribu?on model con?nues to 
evolve and improve beyond the original data processing 
model 

•  It was presented a real example on how users are 
working and their experiences: 
–  Dynamic data replica?on useful and transparent 

37 


