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Experimento NEXT
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PROYECTO: Simulacidén
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PROYECTO: Simulacidén

Fluctuaciones en la sefial— NUmero de fotones
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PROYECTO: Redes Neuronales (DNN)
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e Dos etapas: entrenamiento y test.

e Distintos tipos de redes y parametros.
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PROYECTO: Redes Neuronales (DNN)

100 ‘
o
. . 80| . s
Aprendizaje: i
. 6o}
g 10 000 eventos
< ol
20}
—Training
— Validation
% 50 100 150 200
100
80|
. 60f
50 000 eventos
= 40
20}
—Training
— Validation
00 50 100 150 200

Epoch




PROYECTO: Redes Neuronales (DNN)
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PROYECTO: Redes Neuronales (DNN)
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CONCLUSIONES

Los resultados obtenidos con el uso de las DNNs tras su aprendizaje son muy
precisos.

Las DNNs son una herramienta util para este tipo de experimento.
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