
Large Hadron Collider

Juan A. Fuster Verdú IFIC-València
Taller de Altas Energías
Jaca, 16-18 May 2007 

The Detectors, performance and operation 

Lecture 3



18 May 2007 J. Fuster 2

Principio de detección del paso de una partícula: 

interacción con el medio + conversión en señal eléctrica + digitalización + procesado .... 

Detectores (principio general)
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Los detectores de los Grandes Aceleradores
Principios Básicos

Capa interna

Calorimetría

Electrogmagnética Hadrónica
Cámaras de μTrazas 

Capa externa

γ

μ

Ejemplo DELPHI en LEP

Concepción + proyecto:                    3 años

Construcción:                                  4 años

Explotación y toma de datos:         10 años  

Colaboración internacional:  ~ 50 institutos

Número de físicos:                       400-500

Coste de un experimento:          50 Meuros

Organización y especialización

Ejemplo ATLAS en LHC

Concepción + proyecto:              10-15 años

Construcción:                                   6 años

Explotación y toma de datos:          10 años  

Colaboración internacional:   130 institutos

Número de físicos:                            ~1500

Coste de un experimento:         300 Meuros

Mayor organización y especialización !!
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1984: First discussions on LHC and SSC

1987: First studies on the physics 
potential of hadron colliders (LHC/SSC)

1989: R&D for LHC detectors begins

1993: Demise of the SSC

1994: LHC machine is approved (start in 2005)

1995: Approval of ATLAS and CMS        

2001: LHC schedule delayed by two more
years (start in 2007 ?)

Historical introduction

During the last 12 years, 
three parallel activities 
have been ongoing at CERN:

1) Physics at LEP with 
many physics results

2) Construction of the LHC
machine 

3) Construction of the LHC 
detectors after an initial 
very long R&D period
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Qué se observa en los detectores ?
(procesos distintos)
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Qué se observa en los detectores ?

600 μm

Identificación de producción de una partícula de la tercera generación: B-

Vida media de B- : 0.000000000001674 (18) seg

Merced a su alta velocidad ~c y la dilatación relativista del tiempo estas 
partículas recorren unos  pocos milímetros antes de desintegrarse. 

Suficiente para que detectores muy precisos detecten su “efímera”
existencia.
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Cómo construir un detector 
del  LHC ?
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Generic features required of ATLAS and CMS

• Detectors must survive for at least 10 years  of operation
• Unprecedented radiation damage to detector components: NEW!

• Detectors must provide precise timing and be as fast as feasible
• Bunch crossing of 25 ns : NEW!

• Detectors must have excellent spatial granularity
• Need to minimise pile-up effects: NEW!

• Detectors must identify extremely rare events, mostly in real time
• Lepton identification above huge QCD backgrounds: NEW!
• Online rejection to be achieved is ~ 107: NEW!
• Store huge data volumes (~ 109 evts/year of 1 Mbyte) : NEW!
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How huge are ATLAS and CMS?
• Size of detectors

• Volume: 20 000 m3 for ATLAS
• Weight: 12 500 tons for CMS
• 66 to 80 million pixel readout channels near vertex
• 200 m2 of active Silicon for CMS tracker
• 175 000 readout channels for ATLAS LAr EM calorimeter
• 1 million channels and 10 000 m2 area of muon chambers
• Large-scale offline software and computing (GRID)

• Time-scale

about 25 years from first conceptual studies (Lausanne 1984) to
first significant data (early 2009?)

• Size of collaboration
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ATLAS Collaboration

As of July 2006:

35 Countries
162 Institutions

1650 Scientific Authors
(1300 with a PhD)
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Main specific design choices of ATLAS/CMS

Choice of magnet system has shaped the experiments in a major way

•ATLAS choice: two separate magnet systems (small 2 T solenoid for 
tracker and huge toroids for muon spectrometer)

Pros: large acceptance for muons and excellent muon momentum resolution 
Cons: very expensive and large-scale toroid magnet system

•CMS choice: one large 4 T solenoid with instrumented return yoke
Pros: excellent momentum resolution for inner tracker and more compact 

experiment
Cons: limited performance for muons and limited space for calorimeters 

inside coil

EM calorimetry of ATLAS and CMS is based on very different 
technologies

• ATLAS LAr sampling calorimeter with good energy resolution 
and          excellent lateral and longitudinal segmentation (e/γ
identification) 
• CMS PbWO4 scintillating crystals with excellent energy 
resolution and lateral segmentation but no longitudinal 
segmentation
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CMS

Overall detector parameters

ATLAS CMS
Overall weight (tons)       7000          12500
Diameter 25 m           15 m
Length 44 m            22 m
Solenoid field                     2 T             4 T

ATLAS
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The ATLAS experiment
• Solenoidal magnetic field 
(2T)  in the central region  
(momentum measurement) 

• High resolution silicon
detectors 
space resolution:   ~ 15 mm

• Energy measurement down
to  1o to the beam line

• Muon spectrometer
(supercond.  toroid system)

Overall diameter 25 m
Overall length 44 m
Overall weight 7000 Tons



18 May 2007 J. Fuster 14

MUON BARREL

CALORIMETERS

Pixels
Silicon Microstrips
210 m2 of silicon sensors
9.6M channels

ECAL
76k scintillating 
PbWO4 crystals

Cathode Strip Chambers (CSC)
Resistive Plate Chambers (RPC)

Drift Tube
Chambers (DT)

Resistive Plate
Chambers (RPC)

Superconducting
Coil, 4 Tesla

IRON YOKE

TRACKER

MUON
ENDCAPS

HCAL
Plastic scintillator/brass
sandwich

Total weight          12500 t
Overall diameter   15 m
Overall length       22 m

CMS
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Main specific design choices: magnet system

ATLAS CMS
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Main specific design choices: EM calorimetry
ATLAS: LAr accordion CMS: PbWO4 crystals
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Detector optimisation example: H→ gg
~ 1000 events

in the peak 

ATLAS
100 fb-1

CMS
100 fb-1

K=1.6

ATLAS
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Main specific design choices: Inner Tracker

ATLAS

CMS

7.0 X 2.3 m cylinder
63 m2 of Si sensors
6 M silicon strips
80 M pixels
TR detector 

5.4 X 2.4 m cylinder
210 m2 of Si sensors
10 M silicon strips
67 M pixel
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Inner Tracker: low and high luminosity

ATLAS 
H→ZZ*→eeμμ

high lumi

ATLAS 
B0→J/ψKS→eepp

low lumi
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Main specific design choices: HAD calorimetry
ATLAS: Iron/scintillator CMS: Brass/scintillator
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ATLAS/CMS: from design to reality

• Material increased by ~ factor 2 from 1994 (approval) to now (end constr.) 
• Electrons lose between 25% and 70% of their energy before reaching EM calo
• Between 20% and 65% of photons convert into e+e- pair before EM calo
• Need to bring 70 kW power into tracker and to remove similar amount of heat  

Amount of material in ATLAS and CMS inner trackers
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Damage caused by ionising radiation
caused by the energy deposited by particles in the 
material:  ≈ 2 MeV g-1 cm-2 for a min. ion. particle
also caused by photons created in electromagnetic
Showers the damage is proportional to the deposited
energy or dose 

Expected dose at the LHC

Physics at the LHC: the environment
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Physics at the LHC: the environment
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Radiation resistance of detectors

New aspect of detector R&D (from 1989 onwards)
→ for once make use of military applications!

The ionising radiation doses and the slow neutron fluences are 
almost entirely due to the beam-beam interactions and can 
therefore be predicted
→ was not and is not the case in recent and current machines

Use complex computer code developed over the past 30 years or 
more for nuclear applications (in particular for reactors)

ATLAS neutron fluences
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Damage caused by neutrons

• the neutrons are created in hadronic showers
• these neutrons (with energies in the 0.1 to 20 MeV range) bounce 

back and forth and fill up the whole detector
• expected neutron fluence is about 3 1013 /cm2/year in the 

innermost part of the detectors (inner tracking systems)

Physics at the LHC: the environment

• the neutrons modify the cristalline structure of semiconductors    
→ need radiation-hard electronics 

usual electronics dies out for fluences above
1013 neutrons/cm2

rad-hard electronics can survive up to 
1015 neutrons/cm2
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Physics at the LHC: the environment

much more complex 
than a LEP event

What do we expect 
at L = 1034 cm-2s-1 ?
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Pile-up effects at high luminosity

Pile-up is the name given to the impact of the 23 uninteresting (usually) 
interactions occurring in the same bunch crossing as the hard-scattering process 
which generally triggers the apparatus

Minimising the impact of pile-up on the detector performance has 
been one of the driving requirements on the initial detector design:

• a precise  detector response minimises pile-up in time
→ very challenging for the electronics in particular
→ typical response times achieved are 20-50 ns 

• a highly granular detector minimises pile-up in space
→ large number of channels (100 million pixels, 200,000 cells

in electromagnetic calorimeter)

Physics at the LHC: the environment
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Pile-up effects at high luminosity

ATLASPhoton converts at R = 40 cm 
and electron pair is visible in 
ATLAS TRT and EM calo

Physics at the LHC: the environment
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ATLAS barrel
H →ZZ* → eeμμ (mH = 130 GeV)

Pile-up effects at high luminosity
Physics at the LHC: the environment
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The Underground 
Cavern at Pit-1 for
the ATLAS Detector

Length = 55 m
Width = 32 m
Height = 35 m
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Barrel toroid: cool down ongoing, first tests of full field   
End-cap toroids:  installed in the pit end 2006-beg 2007

Oct. 2005
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Barrel calorimeter (EM liquid-argon + HAD Fe/scintillator Tilecal) 
in final position at Z=0.  Barrel cryostat cold and filled with LAr.
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Barrel pixel detector on critical path (problems 
with low-mass cables), but still scheduled for 
installation in the pit in April 2007

SCT

TRT

In Feb. 2006 barrel Si
detector (SCT) was
inserted into barrel TRT
→ ready for installation in 

the pit in August 2006

Three completed Pixel disks
(one end-cap) with 6.6 M channels
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Muon Spectrometer : measurement chambers MDT, CSC (innermost forward)
trigger chambers  RPC (barrel), TGC (end-caps)

First sectors of TGC end-cap 
“big-wheels” installed

~50% of barrel stations installed
(mostly complete end of Summer ‘06)
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Tentative Agenda
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Cosmics DATA taken in barrel SCT+TRT 

ATLAS
preliminary

Δϕ (TRT track-SCT track)
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First cosmics have been registered in the underground cavern with
barrel Muon chambers (MDT and RPC) and Level-1 μ trigger



Which analyses with early data

ATLAS preliminary √s =900 GeV,  L = 1029 cm-2 s-1

Jets pT > 15 GeV

Jets pT > 50 GeV

Jets pT > 70 GeV
Υ→ μμ

W → eν, μν

Z → ee, μμ

J/ψ→μμ

100 nb-130 nb-1

+ 1 million minimum-bias/day

(b-jets: ~1.5%)
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Example of initial measurement: physics with top events

Can we observe an early top signal with limited detector performance ?

σtt ≈ 250 pb for tt → bW bW → blν bjj

Top signal observable in early days with no b-tagging and simple analysis
(100 ± 20 evts for 50 pb-1) → measure σtt to 20%, m to 10 GeV with ~100 pb-1 ?
In addition, excellent sample to:   
understand detector performance for e, μ, jets, b-jets, missing ET, …

Isolated lepton      
pT> 20 GeV

ET
miss > 20 GeV

4 jets pT> 40 GeV

NO b-tag !!

2 jets M(jj) ~ M(W)

ATLAS preliminary

50 pb-1

W+n jets (Alpgen) + 
combinatorial bkg

3 jets with largest ∑ pT
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Data Recording,
Reconstruction,&Offline Analysis

(1 PB = 103 TB = 106 GB)

Level 1 - Special Hardware
Level 2 - Embedded Processors

40 MHz  
40 MHz  (1000 TB/sec)

(1000 TB/sec)

Level 3 – Farm of  CPUs

75 KHz 
75 KHz (75 GB/sec)

(75 GB/sec)5 KHz
5 KHz (5 GB/sec)

(5 GB/sec)100 Hz 
100 Hz (100 MB/sec)

(100 MB/sec)

100 MB/sec ~ 2 Petabytes/year

The solution: GRID
(more than 200 000 pc’s)

Europe:       300 institutes, 5000 users
Elsewhere:  200 institutes, 2000 users

Planetary computing

The LHC computing
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Summary

LHC is really a difficult machine (we saw yestterday). The detectors 
as well !!

LHC detector in good shape prepared to collect data soon..


