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Modelo Jerarquico de Tiers

Event Filter Farm at CERN (EF)

Situada al lado del Experimento, transforma los datos en un stream hacia el Tier 0
Tier 0 Center at CERN

Raw data =» Se almacenan en el CERN y en los Tier 1

Répida produccion de Event Summary Data (ESD) y Analysis Object Data (AOD)

Envio de ESD, AOD a los Tier 1 =» Mass storage at CERN (Tier 1)
Tier 1 Centers distributed worldwide (10 centers, PIC-Barcelona)

Re-reconstruccion de los raw data, produccion de nuevos ESD, AOD (entre ~2 meses
después de la llegada y un afio). Almacenaran 1/10 de Raw data y ESD

Acceso a los ESD y AOD. Almacenaran todos los AOD.

Tier 2 Centers distributed worldwide (~30 centers, Spanish Tier2
Federation: IFIC-Valencia, IFAE- Barcelona y UAM-Madrid)

Almacenamiento de algunos dataset (ESD, AOD) en funcion de la demanda de los grupos
de analisis y de los detectores. Algunos ESD y 1/3 de AOD.

Simulacién de Montecarlo, produciendo ESD, AOD = Tier 1

CERN Analysis Facility (CAF) https://twiki.cern.ch/twiki/bin/view/Atlas/AtlasCAF
Facil acceso a los datos ESD y RAW/calibracion
Focalizada para la calibracion y el comissioning.

Tier 3 Centers distributed worldwide (Responsabilidad de cada centro).
No definido en el modelo (no hay un MOU como en el caso del Tierl y

Tier2)
Recursos locales “diferentes” a los utilizados en un Tier1 y Tier2 para:
| Analisis de Fisica: Con ESD y AOD para desarrollo de codigo de analisis.

| Analisis Interactivo: No requiere una conexion con los ESD o AOD, solo con los datos
provenientes de DPD (Ntuplas).
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The Event Data Model

Summary of Event.

REﬁﬂiﬂg the data Intended for selection.
| KB/event.

Reconstruction Output. Trigger decision, pt of 4
Intended for calibration. best electrons, jets...

500 KB/event.
Cells,Hits, Tracks, - .
Clusters,Electrons, Jets, ... na:l?(SIS EI"I\:"Ed
bject hysics

Raw Channels. gﬁ ata
.6 MB/event.

vent ummary

;,ﬁtﬂ ' Intended for Analysis. | Intended for “interactive”
e 100 KB/even. Analysis.

T “Light-weight” Tracks, ~|0-20 KB/event.
aw at:-ﬁ-. Clusters,Electrons, VWhat-ever is necessary
b]e-‘CtS JEtS,E|ECtI"Dn Cells, /8 rt:-i'_?c:_ ESPE{IIﬁC analysis/
. Muon HitOnTrack,.. | calibration/study.
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The Computing Model i
*Plots, Fits, Toy C
MC, Studies, ...

 Resources Spread *Reprocessing of full data with
i improved calibrations 2 months T[er 3
Around the GRID

after data taking.

*Managed Tape Access: RAVV, ESD

*Disk Access: AOD, fraction of ESD
*Derive |st pass calibrations
within 24 hours. .
*Reconstruct rest of the data AOD Tler 2
keeping up with data taking.

DPD

30 Sites Worldwide

http://twiki.cern.ch/twiki/pub/Atl
as/AODFormatTaskForce/

Tier | AODFormatTF_Report.pdf

" : .
b Sitee WA i Production of simulated

events.

slser Analysis: 12 CPU/
Analyzer

*Disk Store:AOD

*Primary purpose: calibrations
sSmall subset of collaboration
will have access to full ESD.
Facility o ccess to RAVY Data.

Analysis

O  AOD - Input para el analisis con Athena

O

DPD — Derive Physics Data. Output del analisis con Athena. Input para el anélisis
interactivo utilizando ROOT (interés por parte de la comunidad de fisicos).

Tipicamente una "ntupla”

Practicamente son copias de los datos de los AOD
O AOD/DPD Merger: Se usara la misma tecnologia

Idea es que AOD se puedan analizar con ROOT

Y que DPD se puedan analizar también con Athena
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Requisitos de los fisicos del IFIC

O Reunion de 9 de Mayo 2008 en Valencia
O Actividades del grupo del IFIC:

» Analisis de Fisica
o Fisica del Top y leptones
o SUSY
o Higgs en el MSSM
o Fisica de Exoticos (Little y Twin Higgs)

= Detector:
0o Commissioning (General, pero mirando calorimetros e Inner
Detector)

O Alineamiento en el SCT
o Calibracion y Optimal filtering en el TileCal
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Lumi | egomma | jetToauEtMiss | muon | minBias | bphysics
Stream de datos| > -~ | - -1 - -
1'::'12 '-'"- '.-"'- W -.."" -
Streams bphysics
Analisis SUSY,Top, Alineamiento, SUSY, Top, Alineamiento, Alineamiento y
exoticos y taus SUSY,Top, exoticos, Higgs Commisioning, | calibracion (lumi
exoticos, taus, MSSM vy taus calibracion y 10%?)
Higgs MSSM, optimal filtering
Tilecal
calibracion
ESD Pequenas Pequenas Pequenas Muestras para el | Muestras para el
muestras muestras (SUSY) muestras para alineamiento y alineamiento
(SUSY) y grandes SUSY y para commisioning (pequena
muestras (Top) Top (pequena cantidad en
cantidad en discos)
disco)
AOD SUSY, Top y SUSY, Top, SUSY, Top y
exoticos exoticos y Higgs exoticos X X
MSSM
DPD SusyView, SusyView, SusyView,
TopView y TopView, TopView y X X
EventView EventView y EventView
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Preliminary list of signatures for the Express Stream

Interés de algunos grupos como Tilecal de Valencia

_ Decay or signature Motivation

£ % Z = Ut calibration and data quality
2 5 minimum bias data quality

Qg lepton pair with high mass alert on rare events

g %' B— ptu alert on rare events

29 > 3 high py leptons alert on rare events

A Qo lepton + jets + ETmiss calibration

L % W = v calibration and data quality
2 ‘s |V]| large missing E alert on rare events

g 3 lepton with large py alert on rare events

g 2 large X Ey alert on rare events

E g large M,/ alert on rare events

£ 9 high multiplicity of trigger objects | alert on rare events

O O

5 o

0p
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. Que son Express Stream?

http://indico.cern.ch/getFile.py/access?contribld=2&resld=0&materialld=0&confld=a06527

O Motivations for the Express Stream
Calibration
O  “Physics calibration data streams for rapid processing
Check of general data quality

0  Only sample that can be used for as rapid and complete check of the data
quality

Rapid alert on interesting physics events
O  Monitoring about rare avents while the data are being taken.

O Pero tienen una vida de 48 horas, después existe el Stream

O ¢ El Tier-2 o Tier-3 tiene que tener datos de este tipo?

.Se van a hacer analisis por parte de nuestros usuarios sobre este tipo
de datos? EN PRINCIPIO NO, si es SI parece que seria en el CERN

¢ Y los Stream of data? SI, ver tabla de principio presentacion
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Requisitos grupos de fisica de Valencia

O  Analisis

No necesitan express stream data

Varias versiones de athena instaladas

Maquinas para analisis de AOD y DPD ( y quizas algunos ESD)
Espacio en disco

Producciones de Montecarlo (AOD y DPD)

O Detector

®  Sinecesitan los express stream data utilizarian la CAF

»  Comissioning (esto seria de inmediato, antes de septiembre):

o  Versiones estables del software para reconstruccion
u Runes de calorimetros e Inner detector
u Reconstruccion del TierO y Tierl ESD y DPD
u Raw Data (Run M6 40 TB)

»  Alineamiento
o  Alamcenamiento en disco
=  Calibracion y optimal filetering del Tilecal
o  Basicamente en la CAF del CERN (necesitan 12 CPUs)
O Si necesitan los express y otros data stream, también lo harian en la CAF
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Table 2-2 The assumed event data sizes for various formats, the corresponding processing times and related

fem - We g AOD Event/year:
Raw Data Size MB L6 u 200TB
ESD Size MB 5 O DPD Event/year
AOD Size kB 100 m 10KB/event — 20TB
TAG Size . ;O El Tier2 espafiol en 2008 y 2009
| | dispondra de 387 y 656 TB
Simulated Data Size MB 20 ) .
m  ;Suficiente para nuestro analisis?
Simulated ESD Size MB 05 CTI 0
O Para el modelo de analisis:
Time for Reconstruction (1 ev) kSI2k-sec 15

| m  ;Tenemos que almacenar todos
Time for Simulation (1 ev) kSI2k-sec 100 los AODs? Tier 2 solo 1/3

.Cuantas versiones de ellos?

Time for Analysis (1 ev) kSI2k-sec 05 -
S " " = Y cuantos ESD? Tierl 1/10
Operation time seconds/day 50000 - Z’Y los datos de Mont.e Carlo?
-' m Y los DPD? En el Tier3
Operation fme cays/yeu W 1o Peticion formal espafiola para el

Operation time (2007) days /year 50 1/10 de ESD (Tier1) y 1/3 AOD
(Tier2) a ATLAS

Event statistics events/day 107
Event statistics (from 2008 onwards) events/ year 210° . Necesidad de mas cspacio (T1er3 )
Spanish ATLAS T-2 assuming a contribution of a 5% to the whole effort
Year 2006 2007 2008 2009 2010 2011 2012
CPUKSIZK) |46 117 875 1348 2577 3456 4336
Disk (TB) 14 63 387 656 1107 1555 2003




Resumen del ATLAS Tier3 workshop (Enero 2008)

O

https://twiki.cern.ch/twiki/bin/view/Atlas/Tier3TaskForce
Dificil de definir un Tier3. Diferentes tipos

= Si tiene un Tier2 cerca o no, personal, etc..

m Sutamafio (num. Fisicos, recursos, etc..)

Parece que tiene que ser una mezcla entre infraestructura Grid y
local/interactiva

El Tier2 almacenaria los AOD mientras que el Tier3 los DPD y estos se
analizan con ROOT (PROQOF)

Estimacion:
m 25 cores (~12000 euros) y 25 TB (~22000 euros) por analisis (no por

usuario, varios usuarios accediendo a los mismos datos). En total
34000 euros por analisis.

o 30-10 KB/event (10°/year) — 1 mes se podrian analizar todos

Conectado al Grid: SE basado en SRM, CE y Ul

»  Sihay CE se puede hacer instalacion del software de ATLAS
automaticamente. Sino a mano

®  En cualquier caso se necesita un sistema de ficheros compartidos
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Resumen del ATLAS Tier3 workshop (Enero 2008)
0 Hardware y SO: Software de ATLAS funciona bien para
SL(C)4

O Instalacion: Depende del tamafio del centro. Si es pequefio a
“mano” si es grande se necesita una herramienta de
mantenimiento e instalacion (Ej. Quattor, etc..)

O Interactividad: PROOF y un sistema de ficheros compartidos
(escalabilidad buena s1 hay 5-10 analisis en un instituto)

O Almacenam1ento (escalable y reliable):

Externally
-------

NF N N high
Lustre Y Y w/SRM b g W medium medium $0

GPFS Y : w/SRM X Y high medium Y $5%

xrootd Y Y w/SRM mkdir/rmdir Y medium low partitions $0
do nothing

DPM Y Y Y special i medium-high low- partitions $0
commands medium

dCache Y Y Y metadata Y high low- partitions $0

medium
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Requisitos minimos para un Tier3

® The ATLAS software environment, as well as the ATLAS and grid
middleware tools, allow us to build a work model for collaborators who are

located at sites with low network bandwidth to Europe or North America.
® The minimal requirement is on local installations, which should be
configured with a Tier-3 functionality:

B A Computing Element known to the Grid, in order to benefit from the
automatic distribution of ATLAS software releases

Nos lo da nuestro

Tier2
B A SRM-based Storage Element, in order to be able to transfer data
automatically from the Grid to the local storage, and vice versa
® The local cluster should have the installation of: Tenemos del Tier2, tendria

B A Grid User Interface suite, to allow job submission to the Grid que haber para el Tier3

B ATLAS DDM client tools, to permit access to the DDM data catalogues and
data transfer utilities

B The Ganga/pAthena client, to allow the submission of analysis jobs to all Instalado en el
ATLAS computing resources IFIC

The ATLAS Computing Model
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Situacidon actual del Analisis distribuido en
ATLAS (utilizando el GRID)

Frontends Backends Grids

Valencia
e —

Valencia
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G dan g d https:/twiki.cern.ch/twiki/bin/view/Atlas/Distributed AnalysisUsingGanga

o

_ What to run

Application
Backend —

Where to run

Data read by application

Input Dataset g

Job

Data written by application

Output Dataset B

o Rule for dividing into subjobs
Splitter g
| Rule for combining outputs

Merger

3

Job definition within GANGA IPython shell:

j = Job()
j.application=Athena()
j.application.prepare(athena_compile=False)
j.application.option_file='$HOME/athena/12.0.5/Installirea/job0ptio
j.eplitter=AthenaSplitterJob()

j.eplitter .numsubjobs = 3

j.merger=AthenaDutputMerger ()

j.inputdata=DQ2Dataset ()
Jj-.inputdata.dataset='cscll.005145.PythiaZmumu. recon. AOD.v11004103°
j.inputdata.match_ce=True

j.outputdata=DR20utputDataset ()
j.outputdata.outputdata=[’AnalysisSkeleton.aan.root’]

j . backend=LCG()

j.submit ()
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e
Instalado en el IFIC

O  Cualquier PC puede ser un User Interface (UI) en AFS:
m  source /afs/ific.uv.es/sw/LCG-share/sl4/etc/profile.d/grid_env.sh
m  source /afs/ific.uv.es/sw/LCG-share/sl4/etc/profile.d/grid env.csh

=  source /afs/ific.uv.es/sw/LCG-share/sl3/etc/profile.d/grid env.sh
= source /afs/ific.uv.es/sw/LCG-share/sl3/etc/profile.d/grid env.csh

O  Utilizar el cliente de dq2(DDM) en AFS:

m  source /afs/ific.uv.es/project/atlas/software/ddm/current/dg2.csh
= source /afs/ific.uv.es/project/atlas/software/ddm/dq2 user client/ setup.sh.IFIC
] dq2-list-dataset-site IFIC

O Y el cliente de Ganga:
m  source /afs/ific.uv.es/project/atlas/software/ganga/install/etc/setup-atlas.sh
m  Source /afs/ific.uv.es/project/atlas/software/ganga/install/etc/setup-atlas.csh

O Por supuesto instalado en los Ul (u102 y ui103.1fic.uv.es) del Tier2
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Acordado en Septiembre 2007

Atlas Collaboration Tier2 resources (Spanish T2)
(1)
Desktop
Or
Laptop
(N

Extra Tier2: ATLAS Tier3 resources (Institute)
(1)

PC farm to perform interactive analysis (Institute)

(1)
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Fase 1 (ordenador personal de cada usuario): HECHA!

- Desktop (Funcionalidad similar a la Ixplus del CERN):

a) Software de ATLAS visible desde AFS-IFIC

(Athena+Root+Atlantis+ ...)

* Permite correr trabajos de forma interactiva antes de
enviarlos al Grid (grandes producciones)

b) User Interface (UI) (Glite; middleware Grid)

 Permite buscar datos del Grid y copiarlos en el propio
ordenador

* Permite el envio de trabajos al Grid

En lo que hemos trabajado hasta ahora, faltaria actualizacion
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Fase 1 (ordenador personal de cada usuario):

- Otra posibilidad discutida en el ATLAS Tier3 task force:
(https://twiki.cern.ch/twiki/bin/view/Atlas/AtlasComputing?topic=Tier3 TaskForce)

a) Instalar algunos User Interface y al menos un CE dedicados al Tier3:
* Permite tener el software de ATLAS instalado
automaticamente como en el Tier2
e El usuario se tiene que conectar a dicho Ul
* Se instalarian las releases de produccion, pero podrian
instalarse de desarrollo bajo peticion
* Ven Lustre (forma de lectura), AFS y permiten enviar trabajos
al Grid
« Existen 2 (w102 y ui03.1fic.uv.es) y se instalaran otros 2 en breve
b) El cliente de Ganga se tendria que seguir instalando en AFS
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Fase 2 (Acoplamiento con el Tier2):

Aprovechar la experiencia de haber montado un Tier2
- Nominal:

a) Recursos para toda la colaboracion, cumpliendo las
especificaciones en TB (SE) y CPU (WN)

- Extra (Tier3):
a) WNs y SEs de uso preferente por usuarios del IFIC

b) Recursos extras que aseguran disponibilidad (para
ejecutar trabajos)

c) Producciones privadas de AOD y DPD

d) Analisis de los AOD utilizando el GRID (correr sobre
millones de sucesos)
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Fase 3 (Requisitos especiales):

- Analisis interactivo de DPD que se pueden
analizar con ROOT

Instalar granja PROOF (Root en paralelo):
Granja fuera del Grid

De unos pocos trabajadores (~20)
Menor tiempo de ejecucion aprovechando paralelismo

Buena conexion al sistema de almacenamiento.
Acceso rapido a los datos

Misma tecnologia que el que se utiliza en el Tier2 (En el
caso del IFIC: Lustre)
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Como esta en el TIER2

O StoRM
m Posix SRM v2

= Under testing. Being used in
preproduction farm. GSED S 5
0ST0005 (ificts)

» Temporally using UnixfsSRM (dCache ostoun s
SRM v1 ) for production in Tier2

O Lustre in production in our Tier2
» High performance file system

0ST0003 (e
0STO062 (fics)
OSTO0CL ifies)
0ST000 (ficts)

lsrm

GSELL (Sun X4500)

057000 ifics)
0ST000a {fifs)

0STO009 (ficfs)

m Standard file system, easy to use

m Higher 1O capacity due to the cluster
file system

CISCO Catalyst 4500 OST0008 (ficts)

= Used in supercomputer centers
= Free version available o
m Direct access from WN

m www.lustre.org

Q570007 (ificfs)

(OST0006 (ifics)
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0O Hardware

m Disk servers:
o 2 SUN X4500 (two more in place to

be 1nstalled in the near future, used
for testing)
O 34 TB net capacity

= Connectivity: m
o Switch Gigabit CISCO Catalyst 4500
= Grid Access:

o 1 SRM server (P4 2.7 GHz, GbE)
o 1 GridFTP server (P4 2.7 GHz, GbE)
» Lustre Server: ot

o 1 MDS (Pentium D 3.2 GHZ, R1
disk)

Ethemet

CISCO Catalyst 4500
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GSEL0 (Sun X4500)

0ST0005 (fics)
OSTO004 (fics)
0ST0003 (ificfs)
0STO0G2 (fics)
0ST0001 (fcfs
0ST0000 (g

GSELL (Sun X4500)

0STO00h (ificy)
057000 (1fics)
0ST0009 (9
0STO008 (ifcs)
0STO007 (s
OSTO006 (fics
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O Plans
» Put StoRM in production (SRM v2)

» Add more gridftp servers as demand
increases

= Move the Lustre server to a High
Availability hardware

» Add more disk to cope with ATLAS  *
requirements and use

» Performance tuning

tuxdull

Ethemet

CISCO Catalyst 4500
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GSEL0 (Sun X4500)

0ST0005 (fics)
OSTO004 (fics)
05T0003 (ificts
0STO0G2 (fics)
0ST0001 (fcfs
0ST0000 (g

GSELL (Sun X4500)

051000 (ifcfs
057000 (ficts)

0STO009 (ificts)

0STO008 (s
0ST0007 (i
0STO006 (ifics)
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Granja fuera del GRID

O Hemos comprado dos maquinas para instalar
PROOF y hacer pruebas con Lustre:

PE1950 III 2 Quad-Core Xeon E5430 2.66GHz/2x6MB
1333FSb

16 GB de memoria (2GB por core; 8x2GB)
2 discos de 146 GB (15000 rpm)

O Bajo test de rendimiento de disco y CPU

Disco RAIDO (Data Stripping): Datos distribuidos entre
los discos de manera equitativa. Aumenta el rendimiento
tanto de lectura como de escritura.

0 Hardware y Software

Santiago Gonzalez de la Hoz, V Reunién presencial Tier2-ES-Madrid 27-Mayo-2008 25



PROOQOF con Lustre en Munic

Processad Events per Second [1000]

0  Producimos DPD desde las AOD y
Db st se analizan con PROOF

----- StomeL O PROOF administra el paralelismo
TR w— ".' en nuestro cluster local
R = . — O tOTmodos utitizados y cada umnor
[-:uw,r I 5 ...' = 2 dual core processor
t i1 GP'JE.- = 2.7GHzy 8 GB RAM
& R d| g ; | Dataset (Z—e*e’) con 1.6 millones
- (Chtesias ) de sucesos
l Mmqe-:l .r

O Cada suceso tenia un tamano de 4
KB, en total unos 6GB

O  Los datos se guardaron localmente
en cada nodo, utilizando los
sistemas de ficheros Lustre y d-

100 L L L L L L L L L L L CaChe

Cliant - Local PC I

18 & Lpcale Dat Iz C. @ Lust o ,

S e i = 90 0 o Numero de sucesos procesados en
16}~ 9iLomtre < 80f - funcion del nimero de trabajadores
147 @ dCache S Jot E utilizados.

12} £ 6of el - Lustre muestra un resultado
10- E) 50F y i 1equllvalente al almacenamiento

8. 5 40 : I -

6l X a0 Todos] — Se observa que el rendimiento

)3 : 205-/ 0GOS f0S USUATIOS - aumenta de forma lineal hasta los

| | Un solo usuario | i hacen el mismo analisis 40 procesadores
2r Complex Analysis =, A0WorkerNotes - Como se esperaba el tiempo para
5 10 15 20 25 30 35 40 T 15 2 25 3 35 4 hacer un analisis es proporcional al
Number of Worker Note Number of Users numero de usuarios
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IFIC Valencia Analysis Facility

WN

WN

> Tier-2

AFS WN

WN

\ e

WN

——————————————— N
——————\
———
L

\

Extra
Tier-2

Desktop/Laptop

-Tools to transfer data

-Ways to submit our jobs to other grid sites

dispatcher

i
/I\

-Work with ATLAS software
-Use of final analysis tools (i.e. root)
-User disk space
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Conclusiones

O Los Tier3s:

Se utilizaran mayoritariamente para analisis tanto interactivo
como en batch y almacenamiento de los datos DPD.

Recursos locales, diferentes a los Tierl y Tier2.

El tamaiio de estos “centros” pude ser tan pequeno como un
PC de despacho o tan grande como una granja Linux.

Apoyo por parte de los Tierl y Tier2 en término de
experiencia (instalacion, configuracion, etc. de las versiones
del software de ATLAS y middleware Grid) y servicios (data
storage, data service, etc.) es fundamental.

En el IFIC de Valencia estamos trabajando en la creacion de
esta infraestructura a nivel de configuracion y software que se
adecue principalmente a las necesidades de analisis de dichos
DPDs y de nuestros grupos de fisica.
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Backup
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ATLAS Spanish Tier2

O Distributed Tier2: UAM(25%), IFAE(25%) and
IFIC(50%)

SE

IFIC Lustre+StoRM
IFAE dCache/disk+SRM posix
UAM dCache

O Inside our Tier2 two SE options are used. In case

that Lustre won’t work as expected we will switch
to dCache
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Lustre Tuniﬁ'W

9500 evcntq ' ; : '
— tng] mlsall _mel12,006602. Pythla Zbe2000 recon AQOD. vllOUUGOI IﬁyB’AOD
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The same test with DPD
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The Express Stream of ATLAS Data

Algunos grupos han expresado su interés (e Tilecal Valencia)

O Need to define what calibration and express streams the
group would like to have replicated in Spain. Need to
develop common strategy with this other Spanish groups
and the Tierl

As TileCal experts the groups needs calibration streams.

o TileCal community is in the process of defining the composition and
specifics of calibration streams

Preliminarily: laser triggers or the charge injection triggers generated in
the empty bunches. Use muon streams

At the same time, due to physics interests and for the sake of
competitiveness, the group also needs access to express streams
(see next slide)
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Summary

O From her/his desktop/laptop individual physicist can
get access to:
IFIC Tier2-Tier3 resources.

ATLAS software (Athena, Atlantis, etc..), DDM/dg2 and
Ganga tools.

O IFIC Tier3 resources will be split in two parts:

Some resources coupled to IFIC Tier2 (ATLAS Spanish
T2) 1n a Grid environment
o AOD analysis on millions of events geographically distributed.

A PC farm to perform interactive analysis outside Grid

O To check and validate major analysis task before submitting them
to large computer farms.

o A PROOF farm will be installed to do interactive analysis.
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. Que son Express Stream?

http://indico.cern.ch/getFile.py/access?contribld=2&resld=0&materialld=0&confld=a06527

0 The Express Stream, like any other stream of data, will be defined by the
trigger selection criteria.

0 The computing model assumes that the first-pass event reconstruction will be
completed 1n 48 hours since the data was taken (in the Tier-0 operations).
The bulk of the processing will begin after 24 hours.

0O The data of the Express Stream, and of the calibration estreams, will be
reconstruct in less than 8 hours.

O It will be possible to achieve feedback from the Express Stream in a few hours
for the following reasons:
The data volume will be small (15% of the total)
Existing calibration constants can be used

A regular and rapid offline processing of the Express Stream will be made a part
of the operation,

Useful feedback can be obtained already online, by monitoring the trigger rates
that contribute to the Express Stream
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Ejemplo de uso de un Tier3
(basado en la experiencia de Luis, Elena y Miguel)

O  Analisis interactivo de Ntuplas.
m  No es necesario acceso a los datos desde donde estas Ntuplas se han generado

O Desarrollo de codigo de analisis.

m  Se necesita un copia local de una pequena cantidad de sucesos ESD, AOD o quizas
RAW

O Correr pequenas pruebas locales antes de en enviar una gran cantidad de
trabajos a los Tierls o Tier2s utilizando el Grid.

m  También necesito una pequefia cantidad de datos copiados localmente, igual que el
caso anterior.

m  Incluso 1gual necesito tener acceso a los TAG data

O  Correr trabajos via Grid en los Tierls o Tier2s pero copiando los AOD ( o
quizas raramente los ESD) en el Tier3 para un posterior analisis.

Analizar los anteriores AOD usando Athena (Con Ganga).

Produccion de muestras privadas de Monte Carlo de interés especial para los
analisis que se lleven a cabo en el instituto.

O O
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(Recursos en los Centros o en el CERN?
Discutido en diversas reuniones T1-T2

O En el CERN siempre se pueden poner recursos. En principio solo
es cuestion de poner dinero, ellos gestionan esos recursos

= Entonces, ;por qué este modelo de computing jerarquico?

O  (Por queé no estan todos los Tier-1s y todos los Tier-2s en el CERN?
O Sialgan dia se decide crear y mantener una infraestructura en el
centro, cuanto antes se empiece a ganar experiencia mucho mejor
®= Yo gestiono estos recursos, en el CERN no.

O (Qué pasa con los Fisicos de nuestro centro en el CERN?
= /;De cuanta gente estamos hablando?
O  Que utilicen los recursos que les da el CERN
O Que se conecten a los recursos de su centro
.Que pasa con los Fisicos que se quedan en su Centro?
= Que utilicen los recursos de su centro
= Que se conecten a los recursos del CERN
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